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Abstract: 
The accurate prediction of link travel time for buses is essential for improving the quality of public transit service. With the development of ATIS and applications of ITS transit technologies, the importance of the short-term travel time prediction has increased markedly. This paper intends to develop a dynamic travel time prediction model for buses which can be used for the provision of bus arrival time. First, the correlation between influencing variables on transit travel time is analyzed. Three categories of variable combination are designed. In combination 1, traffic volume, average roadway travel time, average roadway speed, average delay and bus arrival interval are chosen as model input variables. Subsequently, on the basis of analyzing influencing variables, Exponential Smoothing Forecast model, Multi-linear Regression Forecast model, Kalman Filtering Model and Artificial Neural Networks (ANN) model are developed for bus dynamic travel time prediction respectively. The improved ANN model using two-step train function is proposed. Then, in order to compare the prediction accuracy of the above four models, the transit micro-simulation platform based on VISSIM is established in which a bus route in Beijing is selected as a case study. 272 sets of data generated by the VISSIM simulation are used to train the ANN model. Finally, 16 sets of sample are used to test model prediction accuracy. Prediction results generated by ANN model and its accuracy are compared with those generated by other three models individually. The experimental results reveal that ANN model outperforms Exponential Smoothing Forecast model, Multi-linear Regression Forecast model and Kalman Filtering Model and can be used in the real-time arrival time prediction for bus during peak time in Beijing.
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1 Introduction 

Travel time is the preferred measure for urban bus transit performance monitoring. With the development of ATIS and applications of ITS transit technologies, the importance of the short-term travel time prediction has increased markedly. It is the key technique not only for providing real-time transit information to passengers, but also for implementing dynamic scheduling by various transit agencies. Accurate predictions of transit travel time will benefit the transit industry by enhancing its performance and attractiveness. Presently, a variety of techniques and technologies can be used to estimate travel time, each of which has various strengths and limitations. But which one is more reliable, more robust is still needed to be identified.  
To date, lots of cities in China have tried to establish buses information service system. However, they lack of effective technique to predict real-time bus arrival time and disseminate it in terms of the ratio of the distance between bus vehicle and arrival stop to the average running velocity of the bus. The results are hard to make transit agencies satisfying (Yang, 2004). Therefore, to study a sound bus dynamic travel time forecast model has vital practical significance in China, which is a challenging task because buses is running under mixed traffic flow conditions. This paper intends to develop a dynamic travel time prediction model for buses which can be used for the provision of bus arrival time under such context.
2 lITERATURE Review 

As it is known that dwell times at stops, travel times on links, and delays at intersections fluctuate spatially and temporally, transit vehicle arrivals at stations/stops in urban networks are stochastic. The joint impact of the fluctuation deteriorates transit schedule adherence, lengthens the user wait time, and thus degrades the service quality (Chien et al., 2002, p.429). In order to provide timely and accurate vehicle arrival time information to passengers, a number of prediction models have been developed for mitigating such an impact over the years. With the development of mathematical prediction technique as well as the diversification and accumulation of APTS data, bus arrival time prediction model presents rapid evolution. As time moves on, time series models, regression models, state-space Kalman filtering models, as well as Artificial Neural Network models (ANNs) are used to estimate bus travel time successively. The expanded implementation of APTS related technologies provides new data source and archived data for bus travel time estimation. Not only historical operation data but also dynamic AVL data are used into bus arrival time prediction model.
Time Series analysis, as a conventional prediction technique, uses a set of historical values to predict an outcome by taking into account possible internal structure in the historical data. The accuracy of time series models relies on the similarity between the real-time and historical traffic patterns. Large variations of the historical average data could cause considerable inaccuracies in the prediction results (Smith and Demetsky, 1995).

Linear and nonlinear regression models could measure the simultaneous influence of various factors affecting the dependent variable via correlation and significance tests, which is a commonly used modeling approach for predicting bus arrival times (Chien et al., 2002, p.430). In China, Zhou and Yang has established a linear regression model with the stop spacing and the number of intersections between stops as explanatory variables. However, its application is limited and its accuracy needs to be improved (Zhou et al., 2002).
Kalman filtering model, with the potential to adequately accommodate traffic fluctuations with their time-dependent parameters, has been introduced to predicting short-term traffic demand and travel times for general traffic on freeways in 1980’s. Later, it is applied for transit arrival time prediction. Wall and Dailey used a combination of both AVL data and historical data to predict bus arrival time in Seattle, Washington (Wall and Dailey, 1999). They used a Kalman filter model to track a vehicle location and to predict bus travel time. However, they did not explicitly deal with dwell time as an independent variable. Shalaby and Farhan developed bus travel time prediction model using Kalman filtering technique (Shalaby and Farhan, 2003). They insisted that Kalman filtering techniques outperformed historical model, regression mode, and time lag recurrent neural network model.

Artificial Neural Network models (ANNs), motivated by emulating the structure and parallel distributed processing ability of human brains, is composed of a large number of highly interconnected processing elements (neurons) working in unison to solve specific problems. Because ANNs can capture and represent complex input/output relationships, it has been gaining popularity in many transportation applications since the early 1990s. With versatile parallel distributed structures and adaptive learning processes, ANNs do not suffer from such limitations as other models are dependent on predefined traffic patterns or require the independence between explanatory variables. Kalaputapu and Demestsky developed ANNs with time series features for predicting bus schedule deviations. Based on the posted schedule and the output from their ANNs, bus arrival times can be estimated (Kalaputapu and Demetsky, 1995). Chien et al developed Artificial Neural Network model to predict dynamic bus arrival time (Chien et al., 2002). They used generated data to predict bus arrival time, and they did not consider dwell time and scheduled data. They used simulated data from CORSIM including volume and passenger demand. 

To predict bus travel time, many models have been developed including time series models, regression models, Kalman filtering models, and artificial neural network models. However, while there is some research on bus arrival time prediction models, there is still important work to be done due to the mixed traffic flow characteristics in China.
3 OBJECTIVES and scopes
Dynamic traffic conditions (e.g. traffic volumes, travel times, speeds, queue lengths, and origin and destination flow) prediction with Kalman filtering or ANNs modeling has always been an evolving research area both in other countries and China. The primary objectives of this research are to develop and apply a model to predict bus arrival time. First, the correlation between influencing variables on transit travel time is analyzed. Three categories of variable combination are designed. Subsequently, on the basis of analyzing influencing variables, Exponential Smoothing Forecast model, Multi-linear Regression Forecast model, Kalman Filtering Model and ANNs model are developed for bus dynamic travel time prediction respectively. The improved ANNs model using two-step train function is proposed. Then, in order to compare the prediction accuracy of the above four models, the transit micro-simulation platform based on VISSIM is established in which a bus route in Beijing is selected as a case study. The survey data on the bus route during peak time is used to develop and calibrate the micro-simulation model. 272 sets of data generated by the VISSIM simulation are used to train the ANN model. Finally, 16 sets of sample are used to test model prediction accuracy. In order to demonstrate the feasibility of the proposed ANNs modeling approach, prediction results generated by ANN model and its accuracy are compared with those generated by other three models individually. The measure of effectiveness used to quality accuracy is the difference between the simulated and predicted bus arrival times.
4 MODEL DEVELOPMENT
In this study, the correlation between influencing variables on transit travel time is analyzed. Three categories of variable combination are designed. Later, Exponential Smoothing Forecast model, Multi-linear Regression Forecast model, Kalman Filtering Model and Artificial Neural Networks (ANN) model are developed for bus dynamic travel time prediction respectively.
4.1 Identifying and Selecting Influencing Variables on Transit Travel Time
There are a lot of factors influencing bus travel time. Therefore, if you want to establish a reliable forecast model, you must determine the appropriate input variables. Bus is running on the fixed line according to fixed schedule. Like other vehicles, its running is influenced by the road volumes and intersection delay. However, compared with travel time forecast for general traffic in the Route Guidance System, there is something specific for bus travel time prediction. Bus is treated as an individual object, so its running time is more likely to out of control. The bus travel time includes link travel time, time of passing intersection and dwell time at stops. Although the bus travel time is mostly decided by its dwell time at stops, it is also influenced by the priority of signal at intersections. 
In this paper, it is assumed that the arriving rate of passengers at stop obeys the Poisson's distribution. The buses in Beijing mainly have double gates, one of which is used for passenger boarding and the other of which is used for alighting. When you need to decide the dwell time at stop, you should choose the bigger one between the boarding and alighting time for passengers. From this we conclude that the dwell time at stop has the form
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Bus travel time is influenced by various stochastic factors. It is noted that these factors also include some special events, such as traffic accident, broken bus vehicle, and the adverse weather and so on. In this paper, we don’t incorporate these special factors into our analysis.
The variables selected for the prediction model must be closely tie up with the forecasted bus travel time, and there should be no strong correlation between the variables. Selection one by one is a simple and effective variable choice method, which has obtained effective application in the actual forecast (Yi, 2001). This paper uses this method and determines influencing variables to forecast travel time, including: 1) Volume of Traffic (VOL); 2) Average Link Travel Time (ALTT); 3) Average Link Travel Speed (ALTS); 4) Average Link Delay Time (ALDT); 5) Bus Arrival Interval (BAI).

After the correlation analysis for these five variables, three categories of input variables combination are designed for ANN models, as shown in Table 1. For combination 1, VOL, ALTT, ALTS, ALDT, and BAI are selected as model inputs; For combination 2, VOL, ALTS, ALDT are selected as model inputs; while, for combination 3, only VOL and BAI are adopted.

4.2 Dynamic Bus Travel Time Prediction Modeling with Four Techniques

(1) Exponential Smoothing Forecast Model
Exponential smoothing is a smoothing technique used to reduce irregularities (random fluctuations) in time series data, thus providing a clearer view of the true underlying behavior of the series. It also provides an effective means of predicting future values of the time series. Due to its fast calculation with less data, Exponential Smoothing Forecast Model is applied to urban traffic control and traffic volume forecast for dynamic route guidance system on freeways. In this study, Exponential Smoothing Forecast techniques are applied to establish bus travel time prediction model. The prediction accuracy of Exponential Smoothing Forecast Model is affected by the smoothing parameter
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 will yield a great error for the forecast result. Therefore, in order to select the best value for
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 that produces the minimum sums of mean squares for the predicted and simulated bus travel time is chosen as the best value. The detailed arrival time estimation algorithm for this model is shown in Figure 1. Where, 
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 (2) Multi-linear Regression Forecast Model
Regression Model predicts a dependent variable with a mathematical function formed by a set of independent variables. In this research, we use the multi-linear regression method to establish the vehicle dynamic travel time forecast model. The proposed algorithm is shown in Figure 2. Where
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(3) Kalman Filtering Model
The Kalman filtering dynamic forecast model has the potential to adjust forecast parameter according to the real-time travel time data and to adapt to traffic fluctuation with time-dependent parameters, which can enhance the forecast precision. Its algorithm formulation is summarized as follow: 
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In the equation (3) and (4), 
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The bus travel time prediction based on the Kalman Filtering has simultaneously used the bus travel time data at the identical time interval in the past three days on the same segment. The model has also used travel time of the next three buses on the identical road segment in a same day. The travel time prediction may be represented as:
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Where, 
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Assume that:
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We can infer the group equations of Kalman Filtering as follows:
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where, 
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The forecast value of bus arrival time can be formulated as the following equation:
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 (4) Artificial Neural Networks (ANN) Model

The artificial neural network model does not need a strict function form, so it can avoid the function development and the parameter estimation, and especially suitable for the analysis of the non-linear time-dependent system. In ANN, the Back-Propagation (BP) network has high non-linear mapping ability. Its three network layer architecture can be possible to fit the nonlinear function very well. Consequently, BP neural network is selected to develop ANN-based bus travel time model.
Through training with the historical data, the artificial neural network model can identify the relationship between the input and output. While training the network, the objective function, defined as the sum of squares error (SSE) over the entire set of N training examples, is minimized by applying the BP algorithm
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where 
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Evaluation of the neural network design depends on both the forecast precision of the trained ANNs and the network training time. Through contrast experiments with different training functions, we have discovered the gradient descent training function (traingdx) with momentum and adaptive learning rate show the highest precision, but it needs long training time. In this study, we proposed an improved ANN-based dynamic bus travel time prediction model using two-step train function in order to enhance the convergence efficency and reduce training time. Both “traingdx” and “trainlm” are applied to the ANN training process, as shown in Figure 3. 

Different types of stops occur during a bus trip. At the first stop, arrival time of the next bus is determined in terms of bus schedule table. As far as non-terminal stops are concerned, stop-to-stop travel time can be divided into travel times on different segments. As shown in Figure 4, the next bus’s arrival time at Stop B from Stop A is the travel time between Stop B and Stop A. And the travel time from Stop A to Stop B is divided into travel time on segment c and d.
The algorithm for bus arrival time at stop is shown in Figure 5. Where, m is the number of segments between the bus position and the arrival stop. 
[image: image62.wmf]1

v

U

+

)

is the forecast arrival time. 
[image: image63.wmf]1,

vn

T

+

)

（
[image: image64.wmf]n

=1,2,…,m）is the forecast bus travel time of the bus 
[image: image65.wmf]v

+1 at the segment 
[image: image66.wmf]n

. 
[image: image67.wmf]e

 represents the updated time from the former travel time.
[image: image68.wmf]D

 is the sum of the data collection delay time and the algorithm computing time.

After the bus 
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, the arrival time at stop will be updated. Meanwhile, simulated bus travel time and influencing variables will be acquired to input to the neural network training sample set. This paper proposes simulation-based approach to train ANN-based bus arrival time forecast model. 
5 Model Testing and accuracy comparison
The route chosen for this study is Bus Line 2, which is a heavily used line carrying passengers on arterials within the 3rd ring-road in Beijing. The route is divided into 13 segments by stops and road intersections, as illustrated in Figure 6. The 13 segments are labeled with sequence number from 1 to 13 along southbound direction. A total of 4 stops are set along with the route that is located with 8 signalized intersections. In this paper, a simulation platform for the operation management of Line 2 has been established. In order to train ANN model and examine accuracy as well as strengthens and limitations for different models, the platform is designed to provide bus vehicle running data from Muxiyuan to Qianmen stop for Line 2.

A micro-simulation tool is considered ideal for evaluating alternative scenarios for roadway and signal system improvements, minimizing the need for expensive field tests. Due to its powerful simulation capability and vivid animation display function, which make it a useful tool to model and display travel behavior of cars, buses and pedestrians in the network in a precise way, VISSIM is especially suitable for modeling urban transportation system operation, especially transit operation. This paper uses VISSIM software to develop a micro-simulation platform for bus’s operation, which will provide simulation scenarios for the testing of different models and accuracy comparison. Since there exists different traffic flow characteristics under different context, when we apply micro-simulation platforms for different geographic and traffic conditions, parameters should be calibrated in the platform according to the field data instead of using default values which do not represent the real traffic situation under study (Yu and Zhuo, 2005). Driver behavior model is the core of VISSIM simulation and driving behavior parameters have the most impact on simulation results. So, in this research, ten VISSIM driving behavior parameters, such as Waiting Time before Diffuse, Minimum Headway (front/rear), and Maximum Deceleration etc., are selected as calibration parameters. A Generic Algorithm-based calibration program is developed using Matlab and Visual Basic to find the best combination of these parameters. After the calibration, the error between the simulated speeds and the collected speeds are computed. The results show that the accuracy of the simulation platform after calibration is improved considerably and the calibrated simulation platform can represent the real traffic situation along Bus Line 2.

5.1 Result Analysis for ANN Models with Different Input Variables Combination

With the established VISSIM-based simulation platform, 272 set of input variables and bus travel time for 272 buses on segment are acquired for the training of the proposed ANN model. Among 272 set of these sample data, 16 set are used to examine the prediction accuracy and calculation efficiency for the prediction model.
The error indexes used to test ANNs’s accuracy in this study are specified as mean relative percentage error (MRPE) and root mean squared error (RMSE):
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To determine the applicability of the proposed ANN Dynamic Travel Time Forecast model, this paper has established ANNs in terms of different influencing variable combination schemes. Model prediction error for 4 different ANNs is shown in Table 2. The result has shown that ANNs with influencing variable combination 1 as an input has obtained the optimum prediction accuracy when the number of neurons elements in the hidden layer is selected as 15. Under this context, MRPE is 6.46 second and MRPE is 4.27%. Both of these two error index are lowest compared with that of the remaining 3 types of ANNs with different influencing variable combinations. While the remaining ANNs also achieved error within a desired range, which further show a better applicability for the proposed ANNs. The performance of the ANNs with optimum prediction results has been investigated by comparing the simulated and predicted travel time for 16 bus samples on segment with 1 stop, on segment with 1 intersection and from stop to stop. Figure 7 a) and 7 b) present the comparison results for segment 1 (with 1 stop) and segment 2 (with 1 intersection). While Figure 7c) depicts the comparison results from stopⅠto stop Ⅱ.

From the forecast results shown in Figure 7 a) and 7 b), we can find that the travel time on segment with 1 stop or 1 intersection presents a certain periodical pattern. This can be attributed to the condition that the bus’s headway is 6 min, while the intersection’s signal cycle is 110s. They have multiple relationship. In Figure 7c), the predicted and simulated results of bus travel time from stop to stop are also compared with each other. They fluctuate in the similar pattern and the MRPE for them is less than 10%. Therefore, it is proved that the ANNs can predict the travel time effectively. Although ANNs prediction accuracy for segment with 1 stop or 1 intersection are within a reasonable range, travel times predicted on segment with 1 intersection are more accurate than those predicted on segment with 1 stop, as shown in both Figure 7 a) and 7 b). In figure 7 a), travel times includes the bus dwelling time at the stops. It also proved that the proposed ANNs can accurately predict the bus dwelling time at the stops.
5.2 Prediction Accuracy Comparison with Four Models
With 16 set of sample data, bus travel times at morning peak hour from Muxiyuan to Yongdingmen stop are predicted with another 3 forecast model respectively. The 
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 are compared with those of the proposed ANNs with optimal prediction result, as shown Table 3. 
In Table 3, the 
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 of ANNs are 6.46 and 4.27 respectively, which are both lower than those of other 3 models. By comparing the predicted results, it can be find that ANNs outperforms the Exponential Smoothing Forecast Model, Multi-linear Regression Forecast Model  and Kalman Filtering Model. The proposed ANNs model can basically reflects the complex non-linear relationship between bus travel time and its influencing factors.
6 concusions

The accurate prediction of link travel time for buses is essential for improving the quality of public transit service and operation management. With quickly expanded APTS technologies, such as AVL, APC etc, the possibility and importance of the reliable short-term travel time prediction has increased markedly. This paper presents an approach to develop a dynamic travel time prediction model for buses which can be used for the provision of bus arrival time. Based on the correlation analysis between influencing variables, three categories of variable combination are designed. Exponential Smoothing Forecast model, Multi-linear Regression Forecast model, Kalman Filtering Model and Artificial Neural Networks (ANN) model are developed for bus dynamic travel time prediction respectively. The improved ANN model using two-step train function is proposed. Then, in order to compare the prediction accuracy of the above four models, the transit micro-simulation platform based on VISSIM is established in which Bus Line 2 in Beijing is selected as a case study. 272 sets of data generated by the VISSIM simulation are used to train the ANN model. Finally, 16 sets of sample are used to test model prediction accuracy. Prediction results generated by ANN model and its accuracy are compared with those generated by other three models individually. The experimental results reveal that ANN model provides the best forecasting performance and can be used in the real-time arrival time prediction for bus during peak time in Beijing.
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Table 1 Correlation analysis for five influential variables
	Influential variables
	VOL
	ALTT
	ALTS
	ALDT
	BAI

	VOL
	1.000 
	-0.650 
	-0.473 
	0.073 
	0.751 

	ALTT
	
	1.000 
	0.768 
	0.020 
	-0.957 

	ALTS
	
	
	1.000 
	-0.016 
	-0.735 

	ALDT
	
	
	
	1.000 
	0.006 

	BAI
	
	
	
	
	1.000 


Table 2  Prediction error comparison with 4 types of ANNs with different influencing variable combination 

	Influencing variable combination scheme
	Number of neurons elements in the hidden layer
	Number of training sample sets
	Number of test sample sets
	
[image: image80.wmf]RMSE

(s)
	
[image: image81.wmf]MRPE

(%)

	1
	15
	272
	16
	6.46
	4.27

	1
	12
	272
	16
	6.90
	4.74

	2
	15
	272
	16
	7.12
	6.66

	3
	15
	272
	16
	8.22
	7.05


Table 3 Forecast error comparison with four models 
	Forecast Model
	Exponential Smoothing Forecast Model

（0.2）
	Multi-linear Regression Forecast Model
	Kalman Filtering Model
	Artificial Neural Networks (ANN) Model

	
[image: image82.wmf]RMSE

（s）
	8.64
	9.77 
	6.58
	6.46

	
[image: image83.wmf]MRPE

（%）
	7.63 
	7.73 
	6.91
	4.27 


Note：the value 0.2 in brackets show that when the smooth coefficient is 0.2, the Exponential Smoothing Forecast Model has the optimum forecast result.
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Figure 1 Exponential Smoothing Dynamic Forecast Model Algorithm 
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Figure 2 Multi-linear Regression Dynamic Forecast Model Algorithm 
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Figure 3 The training process of Neural Network Forecast Model
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Figure 4 The illustration of bus arrival time at stop
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Figure 5 The algorithm for forecasting bus arrival time at stop (Combination 1)
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Figure 6 The Layout of Bus Line 2 from Muxiyuan to Qianmen Stop 
[image: image90.png]Tesvel Tones (Saconds)

Trwra] Timas (Ssconds)

Trwra] Timas (Ssconds)

120
120 [
10 — — — P 2. _\
10 Tt N7 N T
. ~ s
w0

Lz o3 4 5 5 7 8 5w n o361

o Simistd Teare Tove —=—Preitd Trae Tie
o T T on Segret

o
o
o /A\ -
0 7 S
0 5
0 — — — )
0

Lz 03 4 s s 1 8 5 wu oo

St Teare Tome = Preitd Trael Time
') Towel T o Segoeat 2

0
=
0 b /‘\\.\ o 7
280 |- ‘ Vi LA |
20 o -
20

12 3 4 s & 7 8 8 10 1 12 13 14 15 16
[+ Sinnlsted Travel Time = Pasdited Travel Tuane

) Travel Tize from Stop [ to Stop 11




Figure 7 Simulated and predicted bus travel times for ANNs
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