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ABSTRACT
The authors proposed a novel travel demand management concept called the Highway Space Inventory Control System (HSICS) (Teodorovic and Edara, 2005).  The basic idea of HSICS is that all road users have to make reservations in advance to enter the highway.  A modelling framework for such a system was proposed and illustrated on a hypothetical highway section.  The proposed system allocates highway spaces temporally and spatially over time so as to optimize highway utilization (by maximizing the passenger miles of travel).  
In theory, HSICS could offer additional benefits as compared to ramp metering control.  Queue lengths on the ramps due to excessive on-ramp demand will be shorter in the case of HSICS because motorists realize that it is not possible to access the highway if they do not have an advance reservation, and therefore will not wait for their ‘free’ turn to enter, as they would in the case of ramp metering.  Also, the drivers with reservations can be assured of more reliable travel times as compared to ramp metering. 
In this paper, a methodology is developed to perform a quantitative comparison of the operational performance of HSICS and two isolated ramp metering techniques: ALINEA and fixed pre-timed metering. The methodology involves a combination of microscopic traffic simulation and heuristic optimization. The proposed framework is generic and can be applied to compare other traffic control and demand management techniques in the future.
The proposed methodology was applied to a test highway section with traffic and geometric characteristics similar to a real congested site.  Simulation results show that the HSICS produces approximately 35% and 45% more passenger miles than ALINEA and fixed pre-timed metering, respectively.  VMT values for HSICS were comparable, 4% lower, to those of ALINEA.  The proposed framework is generic and can be applied to compare other traffic control and demand management techniques.
BACKGROUND
Airline industry, hotels, car rental, rail, and many other industries are utilizing reservation systems and revenue management concepts when selling their products (Littlewood, 1972; Belobaba, 1987; Cross, 1997; and Teodorovic et al., 2002). Successful development and implementation of various revenue management strategies would not be possible without the development of Global Distribution Systems (GDS). GDS provided airlines with full and accurate information about the reservations made/cancelled, tickets sold, seat availability and helped airlines to fully control their seat inventories. Internet provides information on ticket prices to millions of users, and together with e-commerce, it has opened a new stage in the revenue management concepts and practice. Internet airline ticket sales have risen quickly. New forms of airline ticket sales like on-line travel agents, air carriers’ web sites, and various forms of auctions and “last minute sales” appeared on the market in the late 1990’s. Using web sites of online travel agents, passengers explore various travel options. Majority of web sites are user friendly and allow potential passengers to take into account different factors (ticket prices, departure times, number of connections, etc) when making travel decision. Some airlines already sell significant percentage of their tickets through their own web sites. 
The roots of revenue management lie in the airline industry. Revenue management could be described as a group of different scientific techniques of managing the company revenue when trying to deliver the right product to the right client at the right price at the right time. Last two decades have shown that both airlines and passengers reap benefits due to revenue management.  Airlines increased their revenues, while great number of passengers paid reduced airline ticket prices for their travel. 
The basic characteristics of industries to which revenue management has been successfully applied are: (a) variable demand over time; (b) variable asset utilization; (c) perishable assets; (d) limited resources; (e) market segmentation; (f) adding new capacity is expensive, difficult or impossible; (g) direct cost per client is negligible part of the total cost of making service available; and (h) selling products in advance. 
Highway transportation industry also possesses these characteristics.  Travel demand varies with time of day, day of week, season of the year, etc (variable demand).  The term inventory is used in airlines to denote aircraft seats.  In the case of highways, it would denote the highway spaces.  These inventories are also perishable; highway spaces that are not utilized during a certain time interval are lost.  The available highway capacity is limited and cannot be expanded in a small time frame (limited resources).  There is a market segmentation associated with highway usage.  Users can be categorized into different vehicle classes: single-occupant vehicles, transit, car pools, trucks, low emission vehicles, etc.  As in other industries, the highway operators could sell their products (highway spaces) in advance. Highway tariffs (or tolls) could be fixed or they could vary with time.

Travel reservations can be made via telephones or electronically. Motorists would specify entry time (within time interval whose width could be 5-10 minutes), on-ramp, off-ramp, and number of passengers. Requests can be made several days or hours before the planned trip.  Table 1 summarizes the information requested from the motorists to make travel reservations.

Table 1. Motorist information requested during a reservation request
	Request number
	Date and time of making reservation
	Requested date
	Requested entry time
	On Ramp
	Off Ramp
	Vehicle type
	Operator

Decision



	1
	06/21
	06/25
	8:05
	#2
	#17
	Private car
	Reject

	2
	06/24
	06/25
	8:05
	#3
	#12
	Bus
	Accept

	…
	…
	
	…
	…
	…
	…
	

	i
	06/27
	06/28
	10:20
	#8
	#13
	Truck
	Accept

	…
	…
	
	…
	…
	…
	…
	

	…
	…
	
	…
	…
	…
	…
	


The concept of advance booking (or reservations) is not a well explored topic in the area of urban commuting on freeways.  Akahane and Kuwahara (1996) have studied the benefits of trip reservation systems that manage highway traffic demand on holidays based on a stated-preference survey. Wong (1997) proposed a qualitative approach for the highway booking problem. In this paper, he developed a conceptual framework of a highway booking system and discussed the advantages of such a system. Koolstra (1999) studied the potential benefits of slot reservation on highways by analyzing the difference between user equilibrium departure times and system optimal departure times. de Feijter et al. (2004) have proposed trip booking as a method for improving the travel time reliability and increasing the effective usage of road capacity. The proposed system aims at an open dedicated infrastructure, such as bus lanes and dedicated freight lanes. Using simulation experiments they further prove the advantages of such a booking system.

While all these papers have discussed the advantages and issues related to trip reservation systems, none of them have developed a comprehensive model of highway booking system that will optimally allocate the highway space to potential users during different time intervals together with a reservation system that will accept/reject user travel requests. 
Teodorovic and Edara (2005) proposed a novel travel demand management concept known as the Highway Space Inventory Control System (HSICS).  The basic idea of HSICS is that all road users have to make reservations in advance to enter the highway. The system allows highway operators to make real-time decisions whether to accept or reject travellers' requests to use the highway system in order to achieve certain system-wide objectives. The proposed HSICS model consists of two modules – Highway Allocation System (HAS) and the Highway Reservation System (HRS). The HAS is an off-line module and determines the maximum number of trips from each user class (categorized based on time of departure, vehicle type, vehicle occupancy, and trip distance) to be accepted by the system given a pre-defined demand. It develops the optimal highway allocations for different traffic scenarios. The “traffic scenarios-optimal allocations” data obtained in this way enables the development of HRS.  The HRS module operates in the on-line mode, where there is uncertainty in the travel demand, to determine whether a request to make a trip between certain origin-destination pair during a certain time interval can be accepted or rejected. 
The HAS was formulated as an integer program with the objective of maximizing total passenger miles of travel.  In the proposed solution approach, positions of vehicles were updated using a constant speed value.  To realistically compare the performance of HAS with other traffic control techniques such as ramp metering, HOV lanes, tolling, etc, it is necessary to revise this assumption of constant speed.
PURPOSE AND SCOPE
In this paper, a new solution methodology is proposed for the HAS.  The methodology involves a combination of microscopic traffic simulation and heuristic optimization.  In microscopic traffic simulation, interactions between individual vehicles are modelled using car-following and lane-changing algorithms and vehicle speeds are updated in every time step (time step could be as small as 1/10th of a second).  The approach used for solving the integer program is also different from the branch and bound technique used in (Teodorovic and Edara (2005)).  A genetic algorithm search procedure is proposed mainly to model large scale problems that represent reality.  A computer program provides an interface between the search algorithm and the microscopic simulation.  
The intent of this paper is also to compare the performance of HAS with isolated ramp metering control.  The second component of HSICS, the HRS is not dealt with in this paper.  A detailed description of the HRS model is presented in Teodorovic and Edara (2005).  Also, hereafter in this paper acronyms HSICS and HAS will be used interchangeably. 
HAS FORMULATION
As a travel demand management (TDM) strategy, a realistic objective of HAS should be to maximize the total passenger miles of travel.  For every trip made by motorists, it is possible to calculate the passenger miles traveled during that trip by knowing the vehicle occupancy and distance covered in the trip.  When summed over all the O-D pairs and all time intervals, the total passenger miles travelled on the highway can be calculated. The objective function is formulated as follows:
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In addition to the demand constraint (relation (2)) and the non-negativity constraint (relation (3)), two additional constraints are imposed on the objective function:
1) Capacity constraint: The maximum rate at which vehicles can enter the entrance ramp from an arterial is dependent on the availability of minimum distance headway ahead of the vehicle.  Under heavy volume conditions, this capacity constraint will dictate the number of vehicles entering the highway more than the demand constraint (relation (2)).  

This constraint is incorporated implicitly into the microscopic simulation module of the solution approach (discussed in detail later).  If the queues on the ramps spill back to the ramp entrances (vehicle spawning locations) the simulation model will not add new vehicles to the network until the desired headway is available, and hence satisfying the capacity constraint. 

2) Speed constraint: The operating speeds of vehicles should not be less than a predefined minimum value. The main reason for including the speed constraint is that the drivers who make reservations to use the highway expect to travel at reasonably high speeds. 
ISOLATED RAMP METERING
Freeway ramp metering is a traffic control mechanism that has been implemented in several cities across the world.  The primary benefit of metering entrance ramps is to improve the traffic performance on the freeway: speed, throughput, travel time, etc, by controlling the number of vehicles entering from ramps.  Metering also improves safety by breaking the platoons released from the upstream signal on the arterial that feeds into the ramp.  Chapter 7 of the Freeway Management and Operations Handbook (FHWA, 2005) contains a description of different types of ramp metering algorithms.  The signal timing for ramp signals can be predetermined (pre-timed) or decided in real-time based on traffic volumes (traffic responsive).  Ramp metering algorithms are further classified as local and system-wide depending on the traffic conditions (local vs. system-wide) that decide the signal timings.  In local or isolated metering the metering rates are set solely based on the traffic conditions within the vicinity of the entrance ramp.  In system-wide metering, timing plans are determined based on traffic conditions on the entire freeway section with the objective of optimizing system-wide performance.  Till date several local and system-wide algorithms have been proposed and implemented with varying levels of success. 
In this paper, we consider fixed pre-timed metering and an isolated ramp metering algorithm called ALINEA (Haj-Salem et al., 1990).  In ALINEA, the metering rate is determined as a function of the occupancy at a downstream detector (see Figure 1).

[image: image10]
Figure 1. Detector placement for ALINEA
The metering rate is determined using the following equation:
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where, 

r(k) – metering rate for kth time interval

Occ(k) – occupancy at downstream detectors at kth time interval

Occth – threshold occupancy
Kr – regulatory parameter 

METHODOLOGY FOR COMPARING HSICS WITH OTHER TRAFFIC CONTROL TECHNIQUES
In this section, a methodology for evaluating the performance of different traffic control techniques is presented.  Though we evaluate only three techniques in this paper, HSICS, ALINEA, and fixed pre-timed metering, the proposed methodology is generic and can be applied to analyze other techniques as well.  A ‘no control’ alternative (or the base-case scenario), where there is no control on the ramp, is also evaluated comparison purposes.  The proposed methodology uses microscopic traffic simulation to mimic the actual traffic conditions.  The methodology consists of the following steps:
Step 1: The topology of the highway section is coded into the microscopic simulation program. Adequate acceleration/deceleration zones in merge/diverge areas are provided.
Step 2: Detectors are placed at locations as required by the ramp metering algorithm (in this case ALINEA).  These detectors are mainly used to report the occupancy values at regular time intervals.
Step 3: Time-varying vehicle demand and origin-destination flows are input into the simulation program.
Step 4: The base-case scenario is simulated for different random seeds.  Performance measures such as Passenger Miles of Travel (PMT), Vehicle Miles of Travel (VMT), Average Speeds, etc are recorded at the end of each simulation run.  
Step 5: For ‘fixed pre-timed metering’, metering rate for the on-ramp signal is set to a maximum possible value (say 900 vph) and the highway traffic is simulated.  Performance measures are recorded at the end of each simulation run.  

Step 6: For ALINEA, the ALINEA algorithm is coded into the on-ramp signal controller.  Most simulation software provide the option of programming customized algorithms for the signal controllers (e.g. Vehicle Actuated Program (VAP) in VISSIM).  Simulation is run using different random number seeds.  PMT and other performance measures are recorded at the end of simulation run.

Step 7: For HSICS, the O-D flows that will optimize the chosen objective function (in this case PMT) are to be determined.  HSICS would allow only these many vehicles to enter the highway during respective time intervals.  Genetic Algorithms (GA) heuristic is well suited for solving the HSICS problem.  A solution is represented by a string of trips (discussed in detail in the next section).  A trip is defined as any possible combination of a time dependent O-D flow and vehicle type. For example, if there are 2 origins and 2 destinations and 3 time intervals resulting in 12 (say) time dependent O-D flows, and say there are 2 vehicle types – car and bus serving all O-D pairs, then the number of possible trips would be 24. GA can be coded in any programming language.  The objective function, PMT, is evaluated by the simulation program for every solution. The results of simulation are used by the GA code for creating the next generation solutions, which are evaluated again using simulation. Subsequent generation of solutions are created and evaluated until the objective function converges.  The speed constraint is handled by maintaining desired occupancy levels on the freeway.  Freeway occupancies can be maintained by using any traffic responsive ramp metering control (such as ALINEA).  

APPLICATION TO A SAMPLE HIGHWAY SECTION
Simulation model set-up

[image: image12]
Figure 2. Test highway section for methodology application
The proposed methodology was applied to a 6 mile long highway section with 5 entrance ramps and 4 exit ramps (see Figure 2).  The spacing of interchanges was not greater than 2 miles resembling an urban region.  The vehicle demand on ramps ranged from 1200 vphpl to 1800 vphpl.  Entering volume for the highway (before ramp 1) was 1400 vphpl.  These high numbers, for demand, were chosen so as to resemble conditions during peak periods.  Four vehicle classes were considered: single occupant cars (1 occupant), carpools (2 occupants), transit vehicles (15 occupants), and trucks (1 occupant).  Trips were made between the 18 O-D pairs including the trips made by traffic entering the section prior to entry 1.  Traffic was simulated for 3 hours in VISSIM.  Time varying vehicle demand was used in the study with demand varying every 10 minutes (see Figure 3).  The distribution of demand originating from each origin is shown in Table 2.  In addition, the following assumptions were made in the simulation model: maximum speed limit of 55 mph, simulation time period of 3 hours, and simulation time step of 0.1 second. 
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Figure 3.  Mainline and ramp volumes
Table 2. Trip distribution percentages
	From\To
	Exit 1
	Exit 2
	Exit 3
	Exit 4
	B

	A
	5%
	5%
	5%
	5%
	80%

	Ramp 1
	-
	10%
	10%
	10%
	70%

	Ramp 2
	-
	5%
	5%
	10%
	80%

	Ramp 3
	-
	-
	5%
	5%
	90%

	Ramp 4
	-
	-
	-
	5%
	95%

	Ramp 5
	-
	-
	-
	-
	100%


HAS solution using Genetic Algorithms
Brief Description of Genetic Algorithms

Genetic algorithm (GA) is a heuristic search algorithm that searches the feasible region using a population of solutions. They were first developed by John Holland at the University of Michigan. GAs are based on Darwin’s theory of Natural Selection (Goldberg, 1989). They are structured yet random searches in which the survival of fittest criteria is used to proceed from one generation of solutions to the next generation. Typical GA procedure is shown below:

Step 1: Encode the parameter set for the problem, binary or real number 


representation 
Step 2: Randomly generate the initial population of n solutions (strings) and 


evaluate the fitness value (objective function value) for each of these 


solutions.
Step 3: Select two strings from the current generation that will participate in 


reproduction, the selection probability being proportional to the fitness 


value. 

Step 4: Perform Crossover: Parents selected in step 3 reproduce two 

offsprings by exchanging genetic material using the crossover operator.
Step 5: Perform Mutation: With a very low probability, mutation operator is 


applied to the newly born offspring. Purpose of doing this is to introduce 


extra variability into the population of solutions.

Step 6: Repeat steps 3, 4, and 5 until n offsprings are generated. These offsprings 


constitute the new generation of solutions. 

Step 7: Replace the old population of solutions with the new generation solutions 


and repeat steps 3 through 7 until the pre-specified number of generations 


or until there is no further improvement in the fitness value. Final solution 

is the best solution ever discovered during the search.
GAs have the ability to arrive at the approximate solutions (close to optimal) for complex combinatorial optimization problems. GAs are probabilistic algorithms that perform a multi-directional search by maintaining a population of potential solutions, unlike the traditional search algorithms that process a single point of the search space at a time (Michalewicz, 1995). The new generation of solutions (on an average) is expected to perform better than the parent population because only the ‘good’ solutions of parent population were made to participate in mating.

HAS specific GA Set-up
For the HAS, individual solutions (chromosomes) are encoded as a string of real values as shown in Figure 4:

[image: image14]
Figure 4. GA solution representation

Each solution consists of values for 1008 variables (= 14 O-D pairs × 4 vehicle types × 18 time intervals).  The mainline demand (all O-Ds originating from A) were kept constant and not included as variables in the solution representation.  In Figure 4, value in each cell is the vehicle demand for that particular O-D and vehicle type during that 10 minute interval. 
The first generation solutions were created by randomly selecting values that were less than the corresponding demands shown in Table 2.  Using the demand values in each solution, a corresponding simulation input file was created.  The input file was then used to run the simulation and fitness value (PMT) was evaluated.  For each input file 3 simulations were conducted by varying the random seeds, and the average fitness value was computed.  In the same way, the fitness values for all solutions of the generation were evaluated.  In addition to PMT, VMT and average freeway speeds were also recorded for each solution.  
Based on the PMT values, selection probabilities were computed for each solution.  The solution with the highest probability was carried over to the next generation (elitism).  The remaining solutions were created by using the crossover operator.  To create two second generation solutions, two first generation solutions (parents) were selected based on their selection probabilities (using a uniform random number generator) and mated.  For mating, a random multiple point crossover (see Figure 5) was carried out with a probability of 0.9.  In addition, a mutation operator was applied to every solution with a probability of 0.1.  For each second generation solution, a simulation input file was created, simulated, and PMT was evaluated.  

All subsequent generations were created by the same procedure described in the earlier paragraph – selection, crossover, and mutation.  The GA program was run for a total of 20 generations with 15 solutions in each generation. 

[image: image15]
Figure 5. Crossover operation in GA
ALINEA Set-up

ALINEA algorithm was coded as a VAP in VISSIM.  The algorithm was studied for three different cases: threshold occupancies of 0.2, 0.25, and 0.3.  The regulatory parameter was set to 70. These values were obtained from Chaudhary et al. (2004).  Each case was simulated 10 times by varying the random seed, and the average performance measure values were computed. 
Fixed pre-timed metering and No control Set-up

For fixed metering, metering rate was set to the maximum rate of 900 vehicles per hour resulting in a 4 seconds cycle length (2 seconds green interval and 2 seconds red interval).  The ‘no control’ scenario doesn’t have any type of ramp metering; vehicles enter the freeway without any control mechanism.
Simulation Results
The GA code and VISSIM simulation was run on a 3.4 GHz Pentium 4 CPU with 512 MB RAM.  The run time for 22 generations was approximately 30 hours.  GA results were plotted and shown in Figure 6.  The plot shows that the objective function, PMT, increases as the generation number increases and converges to a good solution (=185,718 miles) after 20 generations.  Though the PMT value seems to converge by the 20th generation, the maximum number of generations was constrained by relatively high run times.  It may be possible to obtain a better solution by running GA for more generations on a CPU with superior configuration.  For illustration purposes, VMT variation is also shown in Figure 6. 
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Figure 6. GA search results – Passenger miles of travel and vehicle miles of travel

Results of ALINEA, fixed metering and no control are summarized along with HSICS results in Table 3.  It can be seen that, compared to other traffic control strategies, HSICS has the highest passenger miles which is exactly what it was intended to do.  All three cases of ALINEA had better VMT than HSICS.  VMT for fixed metering was almost same as the VMT of HSICS.  Average freeway speeds greater than 50 mph were achieved for ALINEA and HSICS. This should not be a surprise since the metering rates were controlled based on the mainline occupancies, for both ALINEA and HSICS.  
Table 3. Performance comparison of HSICS and other traffic control strategies

	Traffic Control Strategy
	Passenger Miles of Travel (miles)
	Vehicle Miles of Travel (miles)
	Average Freeway Speed (mph)

	No control
	78,943.0
	38,578.0
	19.5

	Fixed metering
	128,716.3
	59,504.1
	28.1

	ALINEA                                    (Occ. Threshold = 0.2)
	136,796.4
	61,631.4
	53.4

	ALINEA                                    (Occ. Threshold = 0.25)
	147,548.7
	66,862.6
	51.0

	ALINEA                                    (Occ. Threshold = 0.3)
	152,810.3
	68,996.4
	48.5

	HSICS
	185,718.1
	59,390.8
	52.8


SOME IMPLEMENTATION ISSUES

To implement the proposed HSICS some issues need to be addressed. These are listed below:
· Early/Late arrivals - what to do when a driver with reservation to enter at 9:00 am arrives at 8:40 am at the entrance ramp, even prior to some drivers who made reservations to enter at 8:45 am? Will he/she be asked to wait, if so where? Similarly, how to handle the late arrivals? What factors determine whether there will be late arrivals or early arrivals at an entrance ramp – traffic on connecting arterials near-by, origin zones of trips, human factors, etc? These factors would also drive the size of time frame that should be given to the drivers to enter – within 10 minutes of their reserved entry time, within 15 minutes, etc? issue
· Ramp lengths - In what way is the ramp length relevant, operationally, to such a system – is storage of vehicles necessary, if so how much? Can the arriving drivers just enter the freeway immediately without any control on the entrance ramp (reservation tags can be read at high speeds)? 

· Enforcement - Assuming that some kind of tag readers are used to verify the driver reservations at entrances, enforcement might not be an issue; especially given the recent success stories of enforcement at high-speed toll facilities where toll violators are charged with heavy fines. 
CONCLUSION
In this paper, a methodology was developed to perform a quantitative comparison of the operational performance of HSICS and two isolated ramp metering techniques: ALINEA and fixed pre-timed metering.  The proposed methodology was applied to a test highway section with traffic and geometric characteristics similar to a real congested site.  Simulation results show that the HSICS produces approximately 35% and 45% more passenger miles than ALINEA and fixed pre-timed metering, respectively.  VMT values for HSICS were comparable, 4% lower, to ALINEA.  The proposed framework is generic and can be applied to compare other traffic control and demand management techniques.
In the near future, HSICS will be compared to system-wide ramp metering algorithms.  Later on, the authors plan to compare the performance of HSICS with two other TDM strategies: HOV and congestion pricing.  
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