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Abstract

This paper discusses some of the theoretical issues surrounding transport safety modeling and their implications. The behavioural mechanisms that affect transport safety are typically not considered in safety modeling.  These issues are discussed in the context of trade-offs between risk-taking, as perceived by travelers, and other mobility objectives and the attributes associated with them.  This is an extension of other theoretical frameworks, such as risk compensation, and attempts to integrate some of the previous frameworks developed over the years.  These issues are then discussed in the context of improvements to empirical work in this area and the linkage of theoretical frameworks to crash modeling.  Various testable hypotheses are presented within the context of the theory.  Finally the way the results of models are used and often mis-used are discussed with conclusions discussing the way forward for research and improved policy making.
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Introduction

The primary objective of road safety policy is to make travel safer.  Over the last 40 years major effort has been devoted to achieving reductions in vehicle crashes and their severity in all developed countries, with mixed results.  For example, Sweden and the United Kingdom, have seen dramatic reductions in both fatal and injury outcomes over the last 40 years, whether measured per capita or per vehicle-kilometer traveled (VKT), both having the best overall safety records of any country.  The US, on the other hand, has seen smaller reductions with the total number of fatalities stagnating at about 45,000 per year in the last ten years.

Research in the safety field has attempted to explain some of these differential effects, but effective road safety policy has been hampered by political disagreements over the best methods to achieve further reductions.  For example, in the UK there is a large debate over the efficacy of speed cameras, despite research showing their effectiveness (UCL and PA Consulting Group, 2005).  In the US debates have raged over Federal speed limit restrictions (removed in 1995), airbags (now in every vehicle), and vehicle size (mainly with regards to fuel economy standards).  These last two are of note when comparing UK and US fleets.  In the UK, airbags are relatively less common and vehicle sizes, on average, are much smaller.  Yet fatality reductions have been reduced much more substantially in the UK than in the US.

Road safety policy is typically the domain of many different disciplines.  This includes traffic engineers, economists, psychologists, statisticians, and public health professionals.  Frequently these different disciplines approach road safety policy from different perspectives.  Placement of road safety policy within the broader framework of transport behaviour, choice, and economic decision making tends to be lacking.  For example, the choice of mode can have a major impact on overall levels of safety and understanding how relative modal risk affects these decisions is often not considered, even for non-motorized modes.

Another important issue for a better understanding of how to improve road safety is how the results of research studies are applied in practice.  As many of the debates over policy are politically controversial the actual implementation of policies and interpretation of research results is not simply achieved.

This paper attempts to examine several of the issues surrounding road safety policy from a behavioural perspective.  This begins with a discussion of theoretical frameworks for understanding road safety behaviour and the formulation of a proposed theoretical framework which unifies many of the previous theories.  This leads to a discussion of modeling and data issues associated with empirical estimations.  Interpretation and use of model results is then discussed.  Conclusions examine how to improve the process of analyzing road safety policies with the hope that improvements in knowledge and actual reductions in crash and severity outcomes can be achieved.

A Review of Theoretical Frameworks

Road safety policy has generally been pursued using the tools of enforcement, education, and engineering.  Enforcement is assumed to lead to reduced risk taking among motorists, education provides a means of improving driving skills and increasing awareness of potential risks, while engineering is aimed at improving both the crash integrity of the vehicle, survivability of crashes, and changes to the road infrastructure to reduce crashes and their severity.  The theoretical constructs surrounding the formulation of policy in these areas, especially in the engineering realm, has generally assumed a deterministic and fixed response to any intervention that is estimated to reduce crashes.  In essence, this assumes that individuals do not change their behaviour in response to an engineering improvement. 
Devising a theoretical framework for how effective various policies are requires the inclusion of a behavioural element into the theory, and this could substantively modify conclusions about the effectiveness of various interventions.  The effect of behavioural responses has long been a controversial topic and noted in the seminal work of Smeed (1949), who stated: 

“It is frequently argued that it is a waste of energy to take many of these steps to reduce accidents.  There is a body of opinion that holds that the provision of better roads, for example, or the increase in sight lines merely enables the motorist to drive faster, and the result is the same number of accidents as previously.  I think there will nearly always be a tendency of this sort, but I see no reason why this regressive tendency should always result in exactly the same number of accidents as would have occurred in the absence of active measures for accident reduction.” (Smeed, 1949, p.13)
Smeed thus recognized the issue and the potential controversy over what measures would be effective.  The first formal framework to explain this in more detail was the risk compensation hypothesis proposed by Peltzman (1975).  Risk compensation proposed that any regulatory measure to reduce risk would lead to an off-setting response by the driver that would reduce the predicted engineering reduction in risk or even negate it.  Peltzman’s focus was on regulatory measures to improve vehicle safety which began to be implemented in the mid-1960’s (in the US).  He challenged the effectiveness of these policies by estimating models that showed a complete off-set to the expected risk reduction.  Much of the increase in risk was estimated to come from increased pedestrian risk due to an increase in “driving intensity”.  That is, Peltzman depicted a picture of increased driver recklessness due to the reduced risk of driving safer vehicles.  This was presumed to both increase the crash rate (although survivability might be improved), but in particular to lead to more pedestrian fatalities.  Of course, an inconsistency in this argument is that we would also expect pedestrians to react to the increased risk of more reckless drivers by being more careful (i.e., changing their behaviour).

Peltzman’s analysis set off a firestorm of dissent among road safety researchers (see for example, Robertson, 1977; 1981, Graham and Garber, 1984).  However, despite this, the basic framework of risk compensation is generally accepted, though perhaps not the complete off-set proposed by Peltzman.  For example, it is self-evident that drivers take greater care when risk increases during rainy or snowy weather conditions, by reducing their average speeds.  Other research has largely confirmed that some element of risk compensation likely occurs (for example, see McCarthy, 1986; Conybeare, 1980; Traynor, 1993; Singh and Thayer, 1992; Zlatoper, 1984).  

One unfortunate result of Peltzman’s original study was the phrasing used to describe risk compensating behaviour: “More speed, thrills, etc., can be obtained only by forgoing some safety” and a driver who reacts as being a “belted-milquetoast-turned-daredevil”.  The actual mechanism in which risk compensating behaviour takes place likely involves more subtleties than just increased speed and recklessness.  For example, this could involve a greater propensity to let teenagers drive on their own, since the vehicle is safer.  It could also involve a shift away from other safer modes of travel, such as public transport.  In particular it may result in more travel overall.  One example is that improved safety in air transport since the 1950’s has undoubtedly led to increased air travel.  If current air safety rates were similar to the 1950’s there would be about one major crash worldwide every week, which would undoubtedly have some effect on overall demand. 

This leads to another element of risk compensating behaviour that is often overlooked.  How individuals perceive risk reductions (or increases) may not be accurate.  It is well known that large transport accidents, such as air accidents or major rail accidents, tend to receive far more press coverage than day-to-day road accidents.  Individuals and society tend to view the risks of various activities differently, with those occurring less frequently, but with large consequences being considered more risky, even when they are not.  This clearly has an effect on how individuals perceive the relative risks of accidents (Slovic, et al., 1982) and can influence the choices individuals make.  
Subsequent to the controversy over Peltzman’s work, Wilde (1982) formulated the risk homeostasis theory to explain risks in road safety.  Wilde’s research developed from psychological theories of human behaviour and posited that individuals seek stimulus from achieving a specified target level of risk in their lives.  Thus, any reduction in transport risk, might increase risk-taking behaviour to achieve the same target level of risk.  Expanding this beyond just transport behavioural reactions, Wilde suggested that other risky behaviours for which individuals derive pleasure might also increase (e.g. rock climbing, sky diving, or other thrill-seeking activities).  The homeostatic mechanism described by Wilde was that target risk would remain constant and that effective policies must be aimed at reducing desired target risk.  One assumption behind this theory is that individuals can accurately perceive their target levels of risk, which can clearly be disputed.  As with Peltzman’s work the homeostasis hypothesis led to controversy and attempts at empirical verification.  As with the empirical tests of Peltzman’s hypothesis, results over the years have been mixed.

More recently Fuller (2005) has proposed a broader perspective on homeostasis theory.  He proposed that drivers seek to maintain a given level of task difficulty, which he termed task difficulty homeostasis.  For example, if a driver approaches a complex junction they will reduce their speed as the difficulty of the task of navigating the junction increases.  Speed is proposed to be the primary mechanism whereby drivers regulate the difficulty of the task.  However, speed choice also is recognized to be determined by other motivations, such as time constraints.  A key component of this theory is that different drivers have different capabilities and keeping a buffer between the difficulty of expected tasks and individual capabilities to safely complete the task are key objectives.  Capability levels may vary with conditions and certainly vary with individuals (i.e., by age, experience, and factors such as intoxication or fatigue).
  One of the key features of Fuller’s model is the proposition that individuals do not correctly perceive individual risk and use this information in their decisions.  From an empirical perspective he also suggests that it is quite difficult to measure perceived risk, and sees this as a problem with empirical testing of Wilde’s theory.  

Blomquist (1986) proposed an economic model that involves maximization of the utility of traffic safety behaviour, based on driver’s having good information for making rational decisions.  His model balances the costs of increased safety with other driver goals that may be unrelated to safety.  In particular, he posits that within travel time constraints drivers make optimal utility maximizing trade-offs.  Exogenous improvements in road safety therefore induce a reduction in the safety-taking effort of drivers, in other words risk compensation.  

This paper attempts to unify some of these theories within the context of transport behaviour and economics.  A simple framework is developed in the next section with reference to recent empirical support for these ideas.

A proposed theoretical framework

As discussed above, the original road compensation hypothesis proposed by Peltzman focused on an increase in “driving intensity”.  A more reasonable approach is to consider the off-setting reductions in risk to be a result of increases in mobility.  This fits within the framework proposed by Blomquist of utility maximization, in that driver’s make trade-offs between increased mobility and increased safety.  

This is graphically depicted in Figure 1 which displays concave isoquants of equal levels of safety and mobility with a convex preference curve.  Any exogenous technological change can have an impact on both mobility and safety and is represented by the higher isoquants.  A technological change could include any number of things such as safer vehicle design, changes in road infrastructure such as more controlled-access facilities, or changes in speed that increase mobility.  

If the initial levels of mobility and safety are set at point A on the graph, the new levels after a new technology is introduced will be dependent on the relative shape of the preference curves.  Point B represents the engineering hypothesis where all the benefits are associated with reductions in risk (more safety) with no off-setting behavioural reaction.  Point D shows a case where risk might even increase due to large increases in mobility.  Point C is the most likely outcome where some of the benefit of the new technology reduces risk while some increases mobility; this is the classic case of an off-set to any reduced risk and implies that off-sets can occur without increased driver recklessness.

Transport economics views travel demand (or mobility) as a function primarily of travel time and the price of travel.  Most of the costs are associated with time costs and the relative value of time of individuals.  Consumers can also purchase more safety technologies such as vehicles fully equipped with air bags, thus there is an additional trade-off between costs and risk.  

The capability of individuals to actually engage in mobility is also a critical determinant.  This adds the additional element of how capable individuals are to engage in the tasks of driving as suggested by Fuller (2005).  For example, mobility is clearly affected by individual characteristics, such as age, disability, or the overall ability to drive, as is their relative risk in different situations.

Mahalel and Szternfeld (1986) theorize that when driving tasks are made simpler, relative risk could increase.  The mitigating factor is how the driver may perceive the reduction in task complexity.  If drivers are over confident, then they may actually overcompensate for any increase in task simplicity, perhaps by not paying as much attention to road conditions.  These types of cognitive issues are often overlooked but imply that a critical component of any model should include the perceptive ability of individuals.  Fuller (2005) addresses these issues via his linkage of task to capability, but drivers need to be aware of what their capabilities are.

Within this context we can easily specify the utility of travel, U, as a function of price, P, travel time, T, risk, R, and capability, C.
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Consumers then seek to maximize utility within the constraints of the given technologies available to them, as well as their own personal budget constraints.  Of course, the independent variables specified above may also be related.  For example travel time can be a function of risk (i.e., speed), as is capability and price (given that higher speeds increase fuel consumption). Thus, in many cases speed is a key control variable that implicitly affects these others.  Risk may also be a function of the capability of a driver.  A key issue is that all of these attributes may be mis-perceived by individuals, especially those associated with risk.  This model is by no means comprehensive but merely serves to illustrate the potential trade-offs and linkages between various factors.
In addition to the previously cited risk compensation literature, some recent studies examine the risk-mobility trade-off.  Yannis et al. (2005) conducted a stated preference analysis of the trade-offs between increased travel time (and cost) and reduced risk.  They found significant effects demonstrating that drivers do consider this trade-off.  Rizzi and Ortúzar (2003) conducted a stated preference survey by specifying different routes with different levels of risk and travel time and found again, that trade-offs are explicitly considered, with a value being put on safety.

The utility of travel may also be affected by other factors.  For example, the reliability of travel, convenience of inter-modal exchanges, and the comfort of various modes.  These can easily be included in a general framework and might even have implications for risk taking.  For example, if traffic is unreliable due to congestion, this may lead to various risk taking activities to minimize travel time.  Increased comfort may cause travelers to mis-perceive their capability levels and affect attention levels with consequent trade-offs with risk.

This approach hopefully clarifies some of the issues surrounding risk compensation theory and incorporates some of the other proposed theoretical frameworks within a simple unified theory.  In essence, all risk compensation implies is a trade-off between reductions in risk and increases in the consumption of other goods, primarily mobility.  Looked at in this way, the assessment of the benefits of various risk reduction technologies and policies should not be based solely on the forecast safety improvement, but should also capture the mobility benefits that also occur.  The next situation puts these ideas into context by defining various testable hypothesis and speculating on the behavioural reactions one would expect based on this theoretical framework. 
Expected behavioural reactions to safety policies
Using the theoretical framework described above, it is possible to consider various hypothetical behavioural reactions to various safety policies.  Several are briefly discussed, specifically engineering and infrastructure-based policies, alcohol reduction policies, and policies aimed at reducing crashes among young drivers.

Previous research by Noland (2003b) examined US data to determine whether various categories of road and associated lane widths had an impact on fatalities.  This work concluded that, in general, wider lanes increased fatalities and various non-infrastructure related policies, such as increased safety-belt use, reduced fatalities.  The key issue with changes in road infrastructure, such as widening lanes or adding more lanes to an existing facility, is that these have an impact on speed.  Increased speed will tend to increase mobility, either by allowing faster trips, but also by encouraging more trips via induced travel effects (Noland & Lem, 2002).  Thus we have a situation where increased mobility may be achieved but with increased risk from increased speeds and increases in overall travel.  This contradicts the engineering assumption that increased lane-width will allow more room for a vehicle to safely maneuver; it might permit this in some cases, but the trade-off is that some individuals will use this extra space to increase their speed.
At the other extreme of road infrastructure measures, traffic calming will reduce mobility via the mitigation of speed.  Traffic calming not only reduces speeds, but also mobility, which may have a secondary safety benefit.  Large motorways may also increase speed (relative to other roads) but also eliminate junction risks via well-designed access controls and merge ramps, however some drivers may have limited capabilities on motorways that increase their risk.  Clearly, different types of road infrastructure can be hypothesized to have various effects when one considers the various behavioural trade-offs.
Policy makers have long been concerned with finding ways to reduce the incidence of driving while intoxicated.  Drunk driving has long been associated with increased crash risk, both to those who are intoxicated and to other vehicles.  Applying the theoretical framework, we would expect that intoxication would lower the capability levels of drivers, and thus affect their relative risk.  Some drivers may consequently exchange the increased risk for a reduction in their mobility, by not driving.  From this perspective, one could argue in the extreme case that intoxication has no effect on overall utility if proper trade-offs are made and if perceptions of capability and risk are accurate.  These latter assumptions are likely to be incorrect, as by its very nature, intoxication will distort perceptions of individual capability and risk.  Most approaches have sought to increase the cost associated with intoxication, either by increased fines, revocation of licenses, sobriety checkpoints, and increased regulation of minimum blood alcohol levels (Voas et al., 2000).  These policies also will reduce mobility.
The crash risk faced by younger drivers, especially young male drivers can also be evaluated within this framework.  In general, there are two reasons for regulating the driving of younger drivers.  First, they may not have acquired the skill and capability to adequately handle a vehicle, especially under stressful situations.  Second, they may not have fully developed cognitive abilities to properly perceive risks (Shope, 2006).  Both issues have traditionally been handled by regulating the age at which individuals are allowed to drive and requiring some sort of training program prior to granting a license.  Clearly, given the crash rates of younger drivers, these programs have not adequately addressed the problem.  Enhanced training, which increases capabilities (or driving skill and confidence) may actually encourage some drivers to take additional risks, especially if their perceptions are not correct, as would be the case with younger drivers.  Graduated licensing programs, which specify conditions on when and where new drivers can drive are becoming increasingly common in the US.  This is a means of restricting mobility, during a given training period, that appears to be successfully reducing risk (Williams, 2005).
This discussion has served to highlight the potential behavioural complexities of formulating a theory of traffic safety that is useful for guiding policy.  Understanding these issues, and having a theoretical framework on which they are based, however, is crucial for empirical testing.  This introduces additional issues which are discussed in the next section.
Empirical modelling issues

Published articles in the road safety literature are proliferating at a large rate.  For example, the premier academic journal, Accident Analysis and Prevention, publishes about 25 articles every month.  Other journals in safety, public health, traffic engineering, economics, public policy, transport psychology, as well as other transport journals, the Transportation Research Board, and other conference proceedings also publish or disseminate large numbers of articles. This does not include the many government agency sponsored reports and studies that may never end up in the public domain. While not all work is empirical or uses statistical methods, there is an abundant volume of articles in this area, many of which suffer from various empirical and data constraints or more severe statistical mis-specifications.  Any graduate student tackling this literature, which has about 40 years accumulation, would undoubtedly find it a difficult and daunting task.

One major flaw in many published works is the lack of a theoretical foundation for understanding the empirical results of the data that is analyzed.  It is common to find articles that analyze an interesting data set, with many independent variables, and then proceed to conduct a data dump of text describing what is statistically significant.  Sometimes these articles ignore the far more important result as to what is not statistically significant.  Frequently, those variables that are not statistically significant will be removed from the final models presented, thus potentially losing important results.  Noland & Oh (2004) review some recent articles and highlight some of the buried results.  A focus on theory would help the authors and their readers to better evaluate the meaning of the statistical models and provide guidance for understanding the importance of both significant and insignificant results.  

Part of this approach is inherent in the epistemology of engineering sciences.  Engineering tends to focus on deterministic goals and deterministic modeling.  This is certainly appropriate in many fields of engineering, however, when dealing with human behaviour more stochastic approaches need to be taken.  Much research tends to focus on the estimated coefficient values and accepts these without error, when error bounds might be significant and mis-specified models may give results with effects that are the reverse of what theory would expect.  Therefore, a better understanding and elucidation of the theory underlying statistical estimates is desperately needed.

One approach, which is taken by many researchers, is to specify hypotheses that are expected to be obtained and test them appropriately.  The hypotheses would naturally be derived from a theory of road safety and the modeling would seek to test the hypotheses.  Many studies that have examined specific policies, for example safety-belt usage, have tended to take this approach, which recognizes the stochasticity in the data.

One recent development has been the increased use of more sophisticated statistical methods.  Specifically, the use of count methods that correctly model the distributional properties of most accident data, are being increasingly applied, and are generally recognized as the correct approach to take in most cases.  Of course, this implies that many older studies may have used invalid methods and could be perpetuating incorrect conclusions.  

One of the flaws in many older studies is the use of simple ordinary least squares regression techniques that assume normality in the data and neglect the statistical properties of the data.  The other type of technique is simple before and after studies applied to specific engineering interventions.  These often suffer from “regression to the mean” effects, i.e. endogeneity bias in that the selection of interventions was not independent of the crash history at each site.  These issues are now generally well recognized, but the mis-information and conclusions derived from older studies can linger for many years.

Another issue is the ability to control for various trends and policies that affect road crashes that are not of key interest in the study being conducted.  For example, studies of road engineering interventions may typically not consider changes in safety-belt usage, local demographic make-up, medical care improvements, or economic cycles when evaluating the effect of the change.  As my own work has suggested, these other effects may often be far more important than minor road engineering changes and may even mask negative effects associated with some of these changes (Noland, 2003a).  Smeed (1949) also recognized this effect and the endogeneity associated with trends:

“It is probable that as the population accident rate becomes higher the urge to do something about it becomes greater, and that something is in fact done.” (Smeed, 1949, p.8).
Some studies are unable to control for all changes, normally due to data limitations or the design of the study.  Before and after studies or those studies without a cross-sectional component to the data are typically unable to account for other policy changes.  While these more limited studies can play a role in some circumstances, care must be taken with how the results are interpreted and suitable caveats must be understood.

Panel regression approaches are capable of controlling for other policy changes as well as for unmeasured effects.  These require aggregation of data for a given data unit, such as a region, and time-series data.  Aggregation of data introduces other issues but has the benefit of allowing sufficient numbers of rare events to be captured within the data, for example over a one-year time period.  The level of aggregation is also important.  Larger regional units allow one to fully capture the fatal accidents, which smaller spatial units may not include due to the rarity of these events, and may also capture the effects of “accident migration” (Boyle and Wright, 1984).  

One problem with those studies that use smaller units of aggregation (e.g. a series of links on a highway, for one week) is the need to aggregate crash data with different levels of severity – primarily fatal and injury-only crashes.
  This inherently assumes that the behavioural and engineering mechanisms that lead to fatal crashes are the same as those with less severe outcomes.  There could be instances where theory may suggest very different mechanisms involved with different severity outcomes.  For example, an area with very high speed traffic may have no pedestrian fatalities, due to pedestrians being fully aware of the risk, while an area with slower traffic may suffer from more pedestrian injuries.  Care must also be taken to disaggregate the aggregate data not only into different levels of severity, but different types of accidents, suggesting there are benefits to large regional aggregate analysis.  Again, theory is the best way to determine the best empirical design.

One example of this is the assumption that increased congestion is seen to be associated with increased risk.  However, congestion also reduces speeds which may have an effect on reducing risk, at least of more severe accidents.  Clearly efforts to reduce congestion via increased road capacity may only generate more traffic and more vehicle interactions, which might be of lower severity (Noland and Lem, 2002).  Research that has examined the relative severity of accidents in congested and uncongested flows suggests that while congested traffic may lead to an increase in less severe accidents, free-flowing traffic may result in more severe accidents (Zhou and Sisiopiku, 1997).  While theory can easily suggest that this is the case, not analyzing the factors associated with both severe and less severe accidents can lead to the wrong conclusion, as is noted further below.
A further debate surrounds the issue of causality in statistical modeling.  In general, most statistical methods can only demonstrate an association between an effect and an outcome.  Therefore these techniques cannot prove that a certain intervention or policy caused a certain beneficial or negative effect.  Instrumental variable methods can provide a means of determining causal effects, but I am unaware of any applications in road safety.  Again, proper specification of theory can help to alleviate this statistical problem by providing a firm basis for the statistical associations that are found.  This is not a perfect solution but can provide far stronger conclusions than ad-hoc approaches.

Use and Mis-use of Empirical Results

In conducting empirical development of safety models, most analysts are concerned with developing more effective methods for saving lives and reducing crashes.  Therefore, a primary objective in any analysis is to provide information to improve decision making and the design of procedures and policies that can save lives and reduce crashes.  This might occur via studies that evaluate specific policies, test hypotheses, or forecast the effects of changes.  All these have a role in safety analysis and evaluation, but not all methods are suitable for these approaches.

One of the major problems with the use of models is the desire to calculate deterministic “crash reduction factors”, also known as “accident modification factors”.  These are the parameter estimates from models and are used to forecast the reduction in crashes from a specific change, typically in the road infrastructure.  The methods used to calculate these range from simple “before and after” studies, comparison group studies, and Empirical Bayes estimates (Shen and Gan, 2003).  All suffer from various problems.  One of the main problems is the lack of control for other factors that may affect crash rates.  Therefore, the effectiveness of certain interventions will typically be over estimated.  More detailed statistical studies can also generate crash reduction factors, however the use of these often ignores the statistical error surrounding the point estimates.

These factors are typically used to prioritize budgets for engineering treatments and to conduct cost/benefit analysis of the overall effects.  However, in practice there is a tendency to ignore the potential errors surrounding the generation of these factors.  At a minimum, estimates should include confidence intervals surrounding any parameter estimates allowing the associated error (both positive and negative) to be carried forward into further analysis.  

Another issue is that factors may sometimes be assumed to have a linear or increasing effect.  For example, one of the more recent controversies emanating from empirical work in these areas is the effectiveness of various changes to road infrastructure that are presumed to reduce risk.  The most notable is an assumption that larger lane widths reduce risk.  Hauer (2005) has questioned the functional form of some studies that concluded that wider lanes are better.  In particular, Hauer suggested there should be an optimal lane width that minimizes risk.  Those functional forms that are empirically estimated tend to imply that an infinitely large lane width has a linear effect on reducing risk.  Empirical work in Noland (2003a) found that 11 foot (3.35 m) lane widths are likely optimal and that larger lane widths increase risk (with different effects based on the category of road).

Other areas of safety research are not immune to criticism.  For example, there has long been a debate in the US over the safety of smaller (more fuel efficient) cars.  It has generally been assumed that larger and heavier vehicles are safer (Evans, 1984; Evans and Frick, 1992; Kahane, 1997; National Research Council, 2002).
  But this misses the behavioural element of how these larger vehicles may affect those driving smaller cars as well as how the drivers of larger cars may change their behaviour (Wenzel and Ross, 2005).  These effects also change over time and one of the obvious effects is the overall improvement in the safety of all vehicles over time (Noland, 2004).

Clearly one of the difficulties of improving safety policy is sifting through the large amount of information generated by numerous studies and one can understand the desire for simple frameworks and deterministic answers.  Unfortunately, human behaviour is not so simple.  

Conclusions

Given the continuing toll of road fatalities in both developed and rapidly developing countries, there is an urgent need for better understanding of how to reduce fatalities and crashes.  Much of the information and knowledge generated over the years has gone a long way towards reducing risk and increasing mobility.  Clearly, if road transport were a more dangerous endeavor economic effects would extend beyond the direct costs of accidents to reductions in mobility.
This primary purpose of this paper is to clarify some of the debates in the road safety literature and focus attention on developing theoretical frameworks to improve our understanding of behavioural mechanisms.  This can only help to improve the quality of published research in this area.  While this paper has proposed one simple behavioural framework, this does not imply that other more detailed and more sophisticated mechanisms might exist and hopefully others will develop and test different theories.

One issue that is incumbent upon all researchers is to convey the complexity of these issues to decision makers.  This is not necessarily easy as there is a tendency to want one answer without the subtleties that may be involved and without error bands.  For decision makers, making mistakes that are seen as increasing risk or limiting mobility can be costly, thus there is a tendency to avoid policies that are sometimes seen as effective by researchers.  This paper has highlighted one of the key trade-offs, which is between safety and mobility, and hopefully understanding this better will provide insights on political decisions and the implementation of policy.
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Trade-offs between safety and mobility







� Noland & Kunreuther (1995) examined how perceptions of risk affect the use of bicycles as a commute mode.


� Fuller’s theory has parallels to theories of air traffic safety.  In managing air traffic, safety levels are partially mediated by the capabilities and task difficulties that air traffic controllers face (Majumdar et al., 2004).


� The quality of data associated with different severity levels can also vary.  Most countries track fatality data very well, while less severe categories tend to be less complete.


� Greene and Keller (2002) in a dissent from the National Research Council (2002) study discuss some of the problems with the analysis of data to determine these effects.
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