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Examining Accuracy of Logit Modeling with Simulated RP and SP Data
By John Douglas Hunt, Ming Zhong, and John Abraham
Abstract

Logit models have been widely used in transportation planning to estimate travel demands. In these exercises, revealed preference (RP) and/or stated preference (SP) data are collected and used individually or jointly to estimate logit models. Various logit modeling approaches exist in the literature and it is not clear how good they are in simulating real world market. This paper describes the results of a program for examining the accuracy of logit modeling. Study results clearly show the strengths and weaknesses of approaches used by the modeling community. 
INTRODUCTION

Forecasting travel demand is an essential element in the analysis of transportation systems. The behavior of consumers of a transportation system is studied and then new services and facilities can be planned and designed based on estimated demand. In an urban context, users are largely travelers carrying out various activities, such as work, school, shopping, and entertainment. Traditionally, travel demand is modeled with aggregate models, for which data on travel behavior at some level of aggregation within a geographical zone is used in statistical analysis (Ben-Akiva and Lerman 1985). The origins and destinations of all travelers in a zone are represented by a single point within the zone, usually centroid, and travel demand between each pair of zones are predicted and traffic volumes on the links of a network are forecasted with certain methods (e.g., gravity model and user equilibrium assignment). However, these models have been criticized since they were developed because aggregation groups are usually not homogeneous and thus one set of explanatory or independent variables cannot provide accurate predictions. Moreover, aggregate models are not appropriate for policy analysis in most cases because policies directly affect individual behavior, not group’s. 

Disaggregate travel demand models were developed based on discrete choice analysis methods to try to solve the problems of aggregate models. For these models, the behavior of individual agents (such as person, household, or firm) are directly surveyed and best described with a set of discrete variables. The basic problem of discrete choice analysis is to model choice from a set of mutually exclusive and collectively exhaustive alternatives for all travelers. Discrete models are usually based on the principle of utility maximization, which means that each traveler is a decision maker and who will choose the alternative with the highest utility among those available at the time a choice is made. It is argued that if individual travel behavior can be accurately modeled with these independent variables (such as travel time and cost), then various policy analyses can be made and aggregated results can be obtained at different levels with better accuracy. 

Traditionally, disaggregate modeling has evolved from binary choice to Probit, multinomial, nested and mixed/cross-nested logit model (Train 2003). Due to its exponentially increased complexity with the number of choices, Probit models are found to be too complicated to handle a market with a reasonable number of alternatives. Mixed/cross-nested logit models represents the state-of-the-art, but they are currently limited as academic exercises. Therefore, they are not included in the discussion of this paper. In contrast, multinomial and nested logit models are most popular discrete choice models and they are widely used in the practice. Standard software, such as GAUSS and ALOGIT, exists for specifying and estimating utility functions, which in turn are used for demand forecasting. Such discrete choice models have been investigated extensively by many researchers (Batsell and Louviere 1992, Ben-Akiva and Lerman 1985, Bunch et al. 1992, Cameron 1992, Daly 1987, Dickie et al. 1987, Hunt and McMillan 1997). These studies used different types of data from widely different urban areas, and developed models with various function forms and socioeconomic variables. They clearly show that, to some extent, discrete travel demand modeling is both theoretically consistent and practically successful. 

However, literature review indicates that none of previous researchers has tried to evaluate the accuracy of parameters used in their utility functions. This is mainly because there are unlimited utility function forms and “true values” of function parameters are unknown in reality. One way for approaching this is to carry out before and after studies. By comparing forecasted shares with observed ones, one can indirectly evaluate if utility function was correctly specified and parameters were properly estimated. However, direct investigation to estimation of utility coefficients and alternative specific constants (ASCs) is not possible. 

In this paper, the utility function coefficients and ASCs for a set of hypothetical alternatives are first specified as a priori. They are used to generate RP choice and SP ranking synthetic datasets, analogous to those collected in travel demand surveys. Then logit models are used to re-estimate these coefficients and ASCs based on RP choice data only, SP ranking data only, and joint RP/SP data.  The estimated values are then compared with the “true values” specified to examine estimation accuracy of various logit formulations. 

This paper is organized as the follows: Literature Review is right after the Introduction, which presents a simple description of random utility theory and previous research of using both RP and SP data for improved logit estimation; then Study Data and Method illustrates how to generate synthetic data and use the data for re-estimation of utility coefficients and ASCs; Testing results and estimation errors are presented in Study Results section; and finally Discussion and Conclusions of this study is given. 

LITERATURE REVIEW

There are two types of travel demand surveys, revealed preference (RP) survey and stated preference (SP) survey. In RP surveys, the usual form of collected data is reported actual choice and the characteristics of travel alternatives from travelers, which usually does not contain information of ranking or rating of other alternatives. On the contrary, SP data is based on the responses to hypothetical travel situations in which the non-existing model (e.g., new light rail transit) is introduced. SP data usually contain both ranking of available alternatives and self-measured evaluations to attributes, possibly with some rating data.
It is known to researchers that RP and SP data have their own shortcomings and strengths. SP data is not based on real market behaviour, and thus may not reflect the current distributions of travel choices, but they seems be able to better capture the trade-off between alternatives and add important information on preferences in the introduction of new services, such as proposed light rail transit (LRT). RP data, On the other hand, is criticized for insufficient variation in explanatory variables, highly levels of collinearity and inability to incorporate new alternatives (Swait et al. 1994). However, RP data represents the real market situation and hence should be used to estimate aggregate shares in the final models. The complementary characteristics of these two types of data make it possible to use both RP and SP data to specify models. For instance, high correlation between travel time and travel cost in RP data may yield insignificant parameter estimates for their coefficients. However, an SP survey with a good design would result in low or zero correlation between these attributes. Although SP data responses may not be valid for forecasting actual behaviour due to their unknown bias and error properties, they can provide additional information about trade-off between attributes and impact of new services (Ben-Akiva and Morikawa 1990a). 

Estimation of travel demand models has been based on a single data set in most cases and it has been involved as the state-of-the-practice. This may be due to tremendous cost associated with surveys. However, a single data source may not have sufficient information for accurate estimation of model parameters. In some cases, it may be necessary to use both RP and SP data. How to use all of available information for more accurate modelling is still an interesting research topic. In this section, the state-of-the-art of coupling RP/SP data for improved logit model estimation is reviewed. 

Ben-Akiva and his associate Morikawa carried out a great deal of research work in joint RP/SP estimation (Ben-Akiva and Morikawa 1990a, Ben-Akiva and Morikawa 1990b, Morikawa 1994, Morikawa et al. 1991). Their idea is to use SP and RP data “jointly” for estimating utility coefficients and ASCs. The methodology includes (a) using an explicit response model based on SP data to correct bias of RP data, (b) estimating preference parameters jointly based on all the available data, and (c) estimating trade-offs among attributes and the effects of new services that are not identifiable from RP data (Ben-Akiva and Morikawa 1990b). It was reported that they used RP and SP data simultaneously to estimate model choice model, but estimate alternative specific constants (ASCs) from each data set. The constants estimated from the RP data enable them to reproduce the aggregate shares through sample enumeration method, and aggregation by the representative individual method also accurately reproduced observed OD table (Morikawa et al. 1991). 

Bradley and Daly (1993) did another test work for joint RP/SP estimation. The work is to study the market potential for a proposed high-speed rail system – Very Fast Train (VFT) connecting the cities of Sydney, Canberra, and Melbourne. The study is to identify the sensitivity of demand to key variables such as fare and travel time, and also to predict the absolute level of demand, requiring estimation of a choice model including a mode which did not exist yet. It was reported that a two-stage survey was carried out. Over 30,000 questionnaires were completed to collect RP data during the first stage and another 2,500 home interviews were carried out to collect both RP and SP data. The modes considered in their models are air, coach, rail, VFT, and car. All passenger modes – air, coach, rail, and VFT, were included in a single nest versus car to reflect the closer substitution between these modes. It was reported that the joint RP/SP model estimate is close to the RP-only estimate in all cases and combining RP and SP data in model estimation can improve and expand upon the results of RP data (Bradley and Daly 1993). 
Another approach called sequential estimation is available from literature (Swait et al. 1994). The proposed approach is essentially similar to joint estimation in that it also uses SP data to capture respondents’ trade-off, but use RP data to establish the aggregate equilibrium level represented by the final model. However, it does not use the two datasets simultaneously for estimation. That is, the approach uses SP data to estimate utility function coefficients and then uses RP data to estimate ASCs by fixing the coefficients with those values obtained from the SP estimation. It was criticized that the sequential estimators are consistent but not efficient as not all of available data (both RP and SP) is used together to estimate model parameters simultaneously (Ben-Akiva and Morikawa 1990b). Swait et al. (1994) tested the approach with freight shipper’s choice of carrier in three major North America cities. It was reported that the proposed sequential approach by using SP and RP data together had the same or better predictive power as the model calibrated solely on the RP data. Moreover, the approach was found to have predictions with lower errors than produced by the more usual method of pooling the RP and SP data. 

Ben-Akiva and Morikawa (1990b) compared the joint estimation approach with two-step and three-step sequential estimation in a case study of mode choice in Netherlands. It was reported that the three-step method produced very similar estimates with those of the joint estimation, whereas standard errors of parameters reported by sequential methods were substantially underestimated. And therefore, they concluded by recommending practitioners use the joint estimation method (Ben-Akiva and Morikawa 1990b).  
In reality, it is not possible to examine accuracy of logit model directly because the “true parameters” of the system are unknown in general. Only a few before and after studies were carried out to verify the logit models used. For example, Ben-Akiva and Morikawa (1990a) used RP and SP data jointly to estimate the ridership of a new subway line in Yokohama, Japan. The predicted shares from their specified RP, SP, RP and SP combined models ranged from 69% to 83%, whereas the observed share after the launch of the new service was only 59%.  Morikawa et al. (1991) used the same approaches in assessing intercity rail ridership in conjunction with a planned replacement of regular cars by high-grade cars on trains. The observed OD table was compared with the predicted OD table obtained from their joint logit model estimation. It was reported that the two tables agreed fairly well. The differences in the predicted and the observed shares are less than 3% in many cases, but there are still some large errors of more than 5%. However, It should be noted that these studies can not directly investigate the formulation and estimation of logit models being used, and the analyses can only be carried out after new alternatives are launched, which may not be appropriate for policy analysis and planning purpose in most cases. 
Simulation has been proven as an effective way to test various assumptions and scenarios. Researchers have been examining the errors associated with parameter estimations in logit modelling (Fowkes 1995; Brundell-Freij 1997) in the past. This study tests the estimation techniques reviewed above with simulated RP and SP data. 
STUDY DATA AND METHOD

Generating Synthetic RP and SP Data
In order to test the effectiveness of various estimation approaches, a hypothetical transportation system consisting of seven alternatives is simulated. Each of the alternatives is compared with four attributes. Four utility function coefficients and one ASC are pre-specified in Table 1 for each of the hypothetical alternatives, by assuming that these variables are “true parameters” of the system under study and constant. People’s appreciation to each attribute of the alternatives is assumed random based on a normal distribution with a mean and corresponding standard deviation shown in Table 2. A random number generator is used to compute the appreciated attribute values. The approach is to simulate the real world situation in that people tend to have different appreciations to alternative attributes. Synthetic data sets including both RP choice and SP ranking are then generated. The idea is to calculate the measurable conditioning component of the utility value for each alternative based on the coefficients and ASCs from Table 1 and random numeric measurements of attributes generated from normally distributed populations with the means and standard deviations from Table 2 using the following equation: 
Vm  =  Σk αm,k xm,k + βm






(1)

Where Vm is measurable conditioning component, αm,k is pre-specified utility coefficient for the attribute k of the alternative m, xm,k is the appreciated attribute value for attribute k of alternative m, and βm is the pre-specified ASC for the alternative m. 

Then indirect utility values are obtained by adding an error component (Gumbel-distributed) to the direct utility values using the follow equation: 
Um  =  Vm + em 








(2)
Where em is the error component which follows a Gumbel distribution.

The variances of the error components for SP data are intentionally set higher than those for RP data to reflect the general consensus that SP surveys suffer more variations than RP surveys, as they usually involve hypothetical situations containing new/non-existing alternatives.  
<Insert Table 1 here>

The calculated utilities for all alternatives are sorted from the largest to the smallest, and the alternatives are listed from the most preferred to the least preferred based on their utility values. Together with the generated attribute values, the information is used to generate RP choice and SP ranking data. 

<Insert Table 2 here>

Re-estimation of pre-defined coefficients and ASCs 

The generated synthetic data are then used to re-estimate the utility coefficients and ASCs pre-defined in Table 1. The aim is to test how accurately these parameters can be “restored”. 

Logit estimation with RP or SP data

The pre-defined coefficients and ASCs are re-estimated by using the synthetic RP or SP datasets generated above. It is straightforward to compile and then run a short script with ALOGIT or GAUSS to obtain estimates of the coefficients and ASCs specified a prior. However, it should be noted that a dispersion parameter component is inherently within these estimates for the logit maximum likelihood estimation. The estimates obtained directly from ALOGIT or GAUSS actually are products of dispersion parameter and the estimated utility coefficients and ASCs. Therefore, the final estimates for utility coefficients and ASCs based on a RP choice dataset are calculated as:
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Where 
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is the standard deviation of the assumed distribution of error component. Please note that logit estimation for SP data set uses the same approach and the only difference is to change all superscripts/subscripts of “r” to “s” in the above equations. 

Joint or sequential estimation with RP and SP data

The logit tree structure depicted in Figure 1 is used to jointly re-estimate the coefficients and ASCs with a simulated RP and SP dataset. For the RP dataset, the seven alternatives are directly under one level of the root, whereas, for the SP dataset, each alternative is placed into a single-alternative “nest”. Different scale parameters
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are set for the SP dataset and the RP dataset respectively, as shown in Figure 1. Such a structure was proposed by Daly (1987) because it is necessary to rescale the variance of SP data with that of RP data for joint estimation. The coefficients of the same alternatives are forced to be same and leave ASCs to be different for the RP and SP dataset. 


<Insert Figure 1 here>

Again, the estimation procedure is similar to the estimation with RP or SP data only. The only difference is that the dispersion parameter component to be divided in the above equation should be the ratio of 
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in the Equation (5). 
Sequential estimation with RP and SP data
The Sequential estimation approach outlined by Swait et al. (1994) is tested in this study. The coefficients are first estimated with SP data and they are kept fixed during the RP estimation. In another words, only ASCs are allowed to vary to maximize the likelihood function in the RP estimation.  Again, the procedure is similar to the estimation with RP or SP data only, but the dispersion parameter component to be divided in the above equation is 
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 for the SP estimation stage and 
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for the RP estimation stage.
STUDY RESULTS

The generated synthetic data are used to re-estimate utility function coefficients and ASCs, which are then compared to those originally specified in Table 1. Figure 2(a) shows the estimated coefficients and ASCs vs. the “true parameter” values based on an RP choice dataset with 15,000 observations. If a re-estimated coefficient or ASC is 100% accurate, then the plotted point (squares for coefficients and triangles for ASCs) would fall perfectly onto the 1-to-1 diagonal line in the figure. It can be found from Figure 2(a) that the errors of the coefficient estimates are much lower than those for the ASCs. Most points for the coefficients are on or close to the 1-to-1 line, however, those for ASCs have quite large deviations from the line, which indicates relatively large estimation errors. The indices of the alternative ASCs (triangles) are shown as the wrapped numbers in the figure and the t-ratios of corresponding estimates are placed inside parentheses. The ASC for the alternative 1 was pre-fixed as 0 to avoid over-specification. It can be found that the ASCs for the alternative 3 and 7 were overestimated, while those for the alternative 2, 4, 5, and 6 are underestimated. Most of t-ratios for the ASCs are low and indicate the estimates are not significant at the 95% confidence level. The 
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 is 0.1834 and 0.6982 respectively and indicates a fairly good fit. 


<Insert Figure 2(a) and 2(b) here>
Figure 2(b) shows the estimation results for the utility coefficients only. Generally, most estimates are close to the original “true” values, but it is apparent from the figure that the majority of them were underestimated. Although the results are not presented here, it should be noted that most coefficients’ estimates are significant at the 95% confidence level (with t-ratios of more than 2.0). 

<Insert Table 3 here>

During the estimation process, it was found that some alternatives were chosen much more frequently than the others. In order to test the influence of choice frequency, several datasets are developed from those with extreme choice frequency distribution to some with more even distribution, as shown in Table 3. This is achieved by varying the mean attribute values of the alternatives in Table 2 to make them more or less attractive. For example, the first dataset consists of 12,100 observations for the alternative 5, but less than 1,500 observations for the other alternatives. On the other hand, the third dataset has more even choice distribution, which consists of 1,500 to 3,000 observations for each alternative. Figure 3 shows the estimation results for the second and third RP datasets (the results for the first dataset are shown in Figure 2(a)). It can be found that as choice frequency distributions change to be more even, the estimation accuracy of ASCs increases, but that for coefficients decreases. The results are quite interesting and difficult to interpret. However, it can be argued that a more even choice frequency distribution indicates that existing alternatives are similar, and hence people do not have strong preference to any of them. In this case, people tend to choose different alternatives randomly based on their taste, and thus it is difficult to present rational choice trade-offs. This may be the reason for the deteriorated estimates of the utility coefficients. However, for the ASCs, as choice frequency turns to be more even, aggregate shares are becoming equal and stable. This may contribute to improved estimates of the ASCs. It should be noted that as choice frequency tends to be more even, the t-ratios of the ASCs decreases, as shown in Figure 3(a) and 3(b). All of t-ratios are less than 1.0 and indicate that none of them is significant at the 95% confidence level. Moreover, the 
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<Insert Figure 3(a) and 3(b) here>

Figure 4 shows the logit estimations for two SP ranking datasets with 15,000 observations. Figure 4(a) presents the results for the SP estimation using the dataset generated based on original attribute means and standard deviations (SDV) (um,k , σm,k in Table 2), whereas Figure 4(b) shows the estimation results based on the increased attribute SDV of 4-times of the originals. It can be seen from Figure 4(a) that the estimations for coefficients are significantly improved as compared to those based on the RP choice datasets. All coefficient plots fall onto the 1-to-1 line almost perfectly and the ASC triangles are becoming closer to the reference line. The goodness-of-fit coefficients 
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are significantly improved, with the values of more than 0.7. One possible reason for such an improvement is that ranking data, rather than just a single choice data, presents more information in exploded logit estimation. They indicate that SP data can better capture the trade-offs between various alternatives by providing ranking information. However, the estimation of the ASCs is still problematic, and most of the triangles have a large deviation from the reference line. 
Figure 4(b) shows the estimation results based on the increased attribute variances of 4-times of the originals. Similarly, the coefficients are accurately re-estimated and fall on the reference line perfectly. Moreover, the estimation accuracy of ASCs is significantly improved, and their plots are much closer to the reference line, as compared to Figure 4(a). The goodness-of-fit coefficients 
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are improved to more than 0.8. The results clearly confirms the conclusions from previous studies that increasing attribute variances in SP questionnaires would lead to improved estimates. 

<Insert Figure 4(a) and 4(b) here>

Both RP choice and SP ranking data are used simultaneously to re-estimate the coefficients and ASCs. Figure 5 shows the estimation results based on a full set of RP and SP data set generated with the attribute variances of 4-times of originals. Each dataset consists of 15,000 observations. The utility coefficients are not estimated as accurately as those based on the SP ranking data only, as shown in Figure 5. However, it can be seen from the figure that the ASCs for some alternatives are more accurately estimated and fall onto the 1-to-1 reference line. The ASCs for the other alternatives are underestimated but closer to the reference line, as compared to the Figure 2 to 4. The reason for such kind of results may be that the joint estimation has to compromise estimates between RP and SP data set. To some extent, the results confirm the conclusions from the previous research that joint RP/SP estimation improves estimation accuracy, especially for ASCs. It should be noted that the joint estimation has very similar goodness-of-fit coefficients to the SP estimation with a 
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<Insert Figure 5 here>

Figure 6 shows the study results for the sequential estimation with RP and SP data. First, the SP data is used to estimate utility coefficients and ASCs. Then the RP data is used to estimate the final set of ASCs by fixing all of the utility coefficients with the values obtained from the SP estimation. It can be found from the figure that the coefficients are accurately re-estimated and fall onto the reference line exactly. The ASC estimates are also significantly improved, and their plots (triangles) are very close to the reference line. However, due to certain reasons, they are consistently underestimated. Nevertheless, the results show that the sequential approach outperforms all of the other methods tested in this study, and indicate it may be a better choice in the future modelling practice. 

<Insert Figure 6 here>

DISCUSSION AND CONCLUSIONS

Modeling travel demand with discrete choice analysis has been a practice in transportation planning community (Ben-Akiva and Lerman 1985). Within such a framework, revealed preference (RP) and/or stated preference (SP) surveys are usually conducted to collect information regarding traveler’s behaviors and preferences. The data are used to analyze market shares and potential changes when a new alternative is introduced. Logit model has been a popular method for such analysis (Batsell and Louviere 1992, Ben-Akiva and Lerman 1985, Bunch et al. 1992, Cameron 1992, Dickie et al. 1987, Hunt and McMillan 1997). However, most of the previous researchers could not directly investigate how accurately these models simulate the “real” market and forecast demand. This is largely because that the “true” utility coefficients and ASCs of alternatives within the system are unknown, and therefore, a direct comparison between estimated values and “true” parameters is not possible. 
This study is motivated by filling such a gap and examines the sensitivity of popular logit model specifications and estimations with simulated RP and SP data. The approach involves pre-defining a set of utility coefficients and ASCs, generating synthetic RP and SP data, re-estimating coefficients and ASCs with different approaches, and comparing estimated values with pre-defined “true” values. 

A series of estimations are carried out based on the datasets consisting of RP choices only, SP rankings only, and both RP and SP observations. Study results indicate that estimates based on the RP choice data only are least accurate because limited information exists for maximum likelihood estimation. SP ranking data contains more information and contributes to significantly improved estimation, especially for the utility coefficients. The joint estimation and sequential estimation based on both RP and SP data are found to be able to provide even more accurate estimates. 

The results based on the RP choice data indicate that choice frequency has some impacts on estimation accuracy. As choice frequency distributions turn to be more even, the estimation accuracy of ASCs increases, but that for utility coefficients decreases. A possible reason is that more even choice distribution indicates a system contains similar alternatives, and people do not have strong preference to any of them. The data collected from such a system would contain more random information as people’s choice is mostly based on their taste, rather than attributes of alternatives. This may lead to deteriorated estimates of utility coefficients. However, a system with similar alternatives would tend to have approximately equal and constant aggregate shares and thus results in improved estimates of ASCs. 

Study results based on the SP ranking datasets show significant accuracy improvements for the estimates of the utility coefficients, but not for the ASCs. SP datasets based on different attribute’s variances are generated and used to test the influence of such variations on re-estimation of the utility coefficients and ASCs. It is found that SP data based on the larger attribute variances result in the lower estimation errors for both the coefficients and ASCs. The finding indicates that the SP survey questionnaires should present alternatives in a way that people would have quite different appreciations to them. The data from such surveys would lead to more accurate modelling exercises. 

Coupling RP and SP data for joint and sequential estimation are also conducted in this study. A tree structure is set up for estimating a nested logit model with both RP and SP data. The study results show that, to some extent, the joint estimation outperforms those based on either RP data or SP data only. Significant improvements can be found for certain ASC estimates, but with deteriorated estimations for some utility coefficients. Such a phenomenon indicates that a compromise may have to be made during the joint RP/SP estimation. 

The sequential estimation is examined by first estimating a logit model with SP data, and then fixed utility coefficients and re-estimating ASCs with RP data. Such an approach achieves the highest accuracy within all discussed approaches. All utility coefficients are accurately estimated and fall onto to the reference line. The ASCs estimates are all very close to the line and states it superiority over the other approaches. The results validate the conclusion from previous studies that the sequential approach outperforms the joint estimation.

Logit estimation based on different datasets and approaches are tested in this study. Study results are interesting and validate a few conclusions from the previous research. However, the results reported here are based on only one set of pre-defined utility parameters and alternative attribute values. Future research should verify the results with simulations based on multiple sets.
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Table 1 Pre-specified utility function coefficients and alternative specific constants 

	Alternative (m)
	αm,1
	αm,2
	αm,3
	αm,4
	βm

	1
	-0.25
	-0.50
	-0.25
	-0.50
	0

	2
	-0.80
	-0.50
	-0.15
	-0.40
	-0.75

	3
	-0.65
	-0.20
	-0.55
	-0.30
	2.50

	4
	-0.50
	-1.20
	-0.70
	-0.20
	0

	5
	-0.40
	-0.50
	-0.15
	-0.4
	1.5

	6
	-0.05
	-0.30
	-0.50
	-0.55
	-0.80

	7
	-0.25
	-0.50
	-0.10
	-0.80
	1.50


Where αm,k is utility function coefficients and βm is alternative specific constant
Table 2 Pre-specified means and standard deviations for attributes of individual alternatives

	Alternative (m)
	μm,k=1
	σm,k=1
	μm,k=2
	σm,k=2
	μm,k=3
	σm,k=3
	μm,k=4
	σm,k=4

	1
	10.0
	0.25
	5.0
	0.50
	20.0
	3.25
	15.0
	0.40

	2
	5.0
	0.50
	5.0
	0.50
	25.0
	7.00
	20.0
	4.10

	3
	15.0
	1.20
	2.0
	0.20
	19.0
	2.50
	15.0
	2.20

	4
	10.0
	2.20
	10.0
	4.00
	20.0
	5.00
	12.0
	1.80

	5
	10.0
	2.50
	8.0
	2.00
	16.0
	3.00
	10.0
	1.50

	6
	15.0
	2.30
	7.0
	1.30
	15.0
	2.00
	15.0
	2.70

	7
	15.0
	1.50
	5.0
	1.00
	14.0
	1.20
	25.0
	3.50


Where um,k is mean appreciation value for attribute k of alternative m, and σm,k is standard deviation of appreciated value of attribute k of alternative m.
Table 3 Choice frequency for the three RP datasets
	Alternative
	First set
	Second set
	Third set

	
	Choice frequency
	Choice frequency
	Choice frequency

	1
	1,377
	1,051
	1,682

	2
	835
	894
	1,783

	3
	53
	3,046
	2,842

	4
	25
	236
	3,044

	5
	12,100
	6,331
	1,944

	6
	594
	2,271
	1,940

	7
	16
	1,171
	1,765
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Figure 1 The tree structure of joint RP/SP estimation
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[image: image31.emf](a) RP Choice estimates v.s. true values (with theta =2.4 and 15,000 observations)
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[image: image32.emf](b) Original Coefficients vs Estimated
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Figure 2 Estimation results for the first RP choice data set

[image: image33.emf]RP choice 2 estimated v.s. true values (with 15,000 observations)
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[image: image34.emf]RP choice 3 estimated v.s. true values (with 15,000 observations)
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Figure 3 Estimation results for the second and third RP choice data set
[image: image35.emf](a) SP ranking estimates v.s. true values (with original attribute variances)
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[image: image36.emf](b) SP ranking estimates v.s. true values (with 4 time variances of originals)
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Figure 4 Estimation results for the SP ranking data set
[image: image37.emf](a) Joint RP/SP Ranking Estimation with 15,000 Observations for Each
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Figure 5 Joint RP/SP Estimation
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Figure 6 Sequential estimation with SP and RP data
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Final RP estimation:
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