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ABSTRACT

The activity-travel decision of individuals in a multi-person household are interrelated, in particular for male-female household heads as key decision makers in a household. As a result, any realistic model of travel behavior requires accommodating these interpersonal dependencies and household constraints. The current study examines such interactions in the context of household activity generation and task allocation to household heads for a particular day of the week. The CHAID tree induction method is used to derive decision rules. Decision rules are extracted from activity diary data for each male and female household head. Several factors such as household type, work status, presence of young children, car ownership, social economic class, and many other individual and household attributes are shown to influence the household’s decision on these choice facets. The models developed will be incorporated in a refinement of the Albatross model – an existing computational process model of activity-travel choice.
Keywords: activity generation, activity allocation, decision rules, within-household interactions
1. 
INTRODUCTION
Since the past couple of decades, a substantial interest in the development and refinement of activity-based models to predict or analyze individuals’ travel behavior can be observed. The activity-based approach allows a more detailed assessment of responses to transport policies and externalities, in particular in the context of household-level decision-making. It may be argued that such increased complexity is required because society itself has become more complex and because one has realized that transport demand reflects individuals and households needs to organize their daily life in performing out-of-home activity-travel within the boundaries set by the physical environment, household resources, and the institutional and social context.  
Over the last decades, much progress has been made. In particular, transport analysts have devoted much efforts to the study of activity time allocation, activity frequencies, trip-chaining, and activity scheduling (for reviews of studies in this field, readers are suggested to refer to: Kitamura, 1988; Jones et al., 1990; Axhausen and Garling, 1992; Bhat and Koppelman, 1993; Garling et al., 1994; Ettema and Timmermans, 1997; and Buliung, 2005). Although the need to incorporate household decision making has been acknowledged from the beginning, this topic has only recently received little attention, but a comprehensive model system at this level is still missing (see Scott and Kanaroglou, 2002, Srinivasan and Bhat, 2004, Zhang et al., 2005, for examples and Timmermans, 2006, for a review paper). 

Activity-based models of transport demand typically are based on individual travel behavior. Albatross, a rule-based model developed for The Dutch Ministry of Transportation, Public Works and Water Management, is one of the few models incorporating household level decision making, but this is still done in a rather ad hoc way and significant improvement can be made (Arentze and Timmermans, 2000a, 2004). Furthermore, Albatross differs from other operational activity-based models in that it uses decision trees rather than (random) utility maximization as a framework for modeling activity scheduling decisions. The decision trees are induced from activity diary data, using a decision tree induction method, in a probabilistic fashion to reproduce unexplained variance in choice behavior. In this study, we use the same decision tree induction approach. Using that approach, the purpose of the project reported in this paper is to find better solutions to the current limitations of Albatross by improving some aspects of household-level decision making on activity-travel choice. 
More specifically, this paper reports empirical results related to a conceptual model reported in a previous paper (Anggraini et al, 2006), in particular about activity generation and task allocation at the household level. It is assumed that household members, particularly the heads of a household, interact and make joint decisions. Their decisions to engage in out-of-home maintenance activities, for example, often depend on household needs and should take into account the presence of children, if any, accessibility, mandatory activity time, car availability, etc. Out-of-home maintenance activities may be conducted independently or jointly and when conducted independently they need to be allocated to household members in case they refer to a household task. Furthermore, if there is one car available in the household, then the person who is going to use the car for which activity will involves household-level decisions. Ultimately, all these choice facets will be addressed, but as indicated above, this paper focuses on activity generation conducted by the male and female heads in a household and the allocation of household tasks to either each of them or to both of them (when conducted jointly). This new version of Albatross will be based on a new data set, recently collected on a national level in the Netherlands: the 2004 MON (Mobiliteit Onderzoek Netherlands) data of the Netherlands. 
The paper is organized as follows: the next section describes the method used to model within-household interactions in activity-travel choice, in particular related to activity generation and task allocation. The decision-making process between male and female heads in determining their activity-travel schedule is explained as well. The CHAID algorithm that is used to induce decision trees is briefly reviewed to give readers a better perspective of the computational process model. Then, the next sections consider the definitional measurement of condition variables based on MON data, and discuss the results of the decision tree induction process. The paper concludes with summarizing the major conclusions and discussing avenues for future research.
2.  
METHOD
2.1       Classification of Activities
The first step in developing this new version of Albatross is to choose a particular classification of activities considering the information available in the MON data set. Table 1 in the Appendix shows the proposed classification of activities. It is similar to the classification in the original Albatross model, but differs in that business activity is now defined separately, whereas daily and non-daily shopping is currently merged into a single shopping category. 
2.2
Decision Making Process
The number and kind of activities likely differ between different types of households. For example, households with school-going children will have to escort their children to school and pick them up again (The Netherlands does not have a school bus system). The influence of household characteristics on the conduct of other types of activities needs to be empirically examined as well. In addition to such household tasks, each household member will also have a set of personal activities to complete, which can be either mandatory or discretionary. Once the mandatory personal activities and household activities for the day are known, the household heads are faced with the decision which personal discretionary activities to conduct on the day concerned. In addition, there is the task allocation problem: who is going to conduct which household task? Alternatively, they may decide to do one or more of them jointly.

Accordingly, the model first predicts the activities conducted in a household for a given day. Subsequently, the household tasks are allocated to household members (i.e., the heads).  The number and types of activities carried out on a certain day may be similar or may be different from another day. In fact, household and individual activities are dynamic and vary from day to day. In general, the activities on a day are a selection of an exhaustive list of activities that are considered by household heads.
The generation and allocation of household activities considered are handled by two decision models. To develop the two models, we need to clarify the distinction of whether an activity is conducted at personal level or at household level. Personal level activities are mentioned as activities that do not refer to a household task that possibly can be conducted by multiple members of the household. Given the focus of this paper, we leave the generation of personal activities out of consideration and focus on household activities. Of the nine activity categories mentioned in Table 1, the activities bring/get person, shopping, and service-related are considered to be household activities. 

Table 2 represents a further classification of activities that is important for explaining the process model. We assume that activities can be classified as either personal or household activities, on the one hand, and as mandatory or discretionary activities, on the other. Mandatory activities are activities that have to be done on a particular day or days by an individual or household, due to long-term commitments. Examples are work and business activities (personal level) and bring/get children to school or other locations (household level). Discretionary activities are more flexible in that regard. Examples of person-level activities are some sports activities, social activities and examples of household-level activities are shopping, going to the post office, etc. Note also that the joint or non-joint participation in an activity is independent of this classification. For example, going together to the movie is considered as a person level activity conducted jointly. In terms of household activities, the household heads need to bargain with each other about which household activities need to be conducted and who (including the possibility of jointly) is going to conduct them. 

The process model that we propose arranges the decisions in a certain sequence. As general principles, we suppose: 1) generation comes before allocation; 2) mandatory activities come before discretionary activities and 3) household activities come before personal activities (except for mandatory activities). In terms of the classification shown in Table 2, applying these principles results in the following sequence of decisions:


1.   Generation I


2.   Generation II


3.   Generation IV

4.   Allocation II


5.   Allocation IV


6.   Generation III

As implied by this sequence, we start from the generation of mandatory activities at a personal level, then continuing with the generation of mandatory activities at household level. Then, we consider the generation of discretionary activities at the household level (i.e., Generation IV). Subsequently, the allocation of mandatory and discretionary activities at the household level is dealt with. The generation of personal discretionary (III) completes the process. In the model, the generation decision involves two sub-decisions, namely whether or not an activity is conducted and, if so, how long the activity will take. In the following, we refer to these components as a selection and duration decision. In the context of this paper, we focus on household activities and, therefore, develop a decision tree model for generation II and generation IV decisions, on the one hand, and a decision-tree model for Allocation II and Allocation IV decisions, on the other. In the following, we will use the terms DT1 and DT2 to refer to these models. Because, as said, a generation decision involves a selection and a duration decision there are in fact two DTs involved for the generation phase. However, in the present study we will only consider the selection decision of the generation phase and leave the duration model for future research.

Figures 1 and 2 schematically show the generation and allocation process models in which the two DTs operate.
Figure 1 graphically shows the selection process. The three activity categories are arranged in a priority order. For each activity category, the decision tree decides whether an activity of that category will be conducted under a set of relevant conditions. If the answer is yes, then the next decision by the same decision tree involves whether or not a second activity of the same category is to be selected. This is repeated until the answer is negative. Then, the next activity category is considered repeating the same process. The process continues until a negative decision is generated for the last activity category. 
Figure 2 portrays the process in the second, allocation phase. Here the unit of decision is an activity in the schedule of the household (as a result of the previous selection decision). For each activity which again is processed in the same order of activity categories, the decision made is the person(s) who is (are) going to conduct the activity, i.e. Male, Female or Both. In descending order of priority, the activity categories are arranged as bring/get person, shopping, and service. In both decision-tree models, the result of each earlier decision is used as a condition for each next decision.

2.3
CHAID Tree Induction System
The process of extracting these rules is the same as the one used in the original Albatross model. It may be relevant however to summarize the motivation and developments of the specific methodology that is applied. Albatross differs from other operational activity-based models in that it is based on rule-based or computational process models. As opposed to the more common utility maximization models, rule-based models assume that choice behavior is driven by heuristic decision rules, which evolve and are continuously adapted through learning processes. Consequently, a heuristic rule does not necessarily produce optimal outcomes, but rather results in actions that yielded satisfactory outcomes under similar conditions in the past. Cognitive experiments generally confirm the hypothesis that heuristic rules govern higher-order cognitive processes (Newell and Simon, 1972).

A number of formalisms have been proposed to represent decision heuristics in models of cognition and explicit choice behavior (Arentze et al. 2000b).  Production systems were first introduced by Newell and Simon (1972) to model how people think when they solve problems. They consist of a long-term memory holding a collection of condition-action pairs called productions and a short-term memory representing the currently active facts and beliefs about the problem at hand. 

On the other hand, decision plan nets and decision tables have been used to model individual travel choice. Generally, the relevant test in every step of the process is conditional upon outcomes of previous tests so that the process constitutes a decision tree. Decision tables support the representation of compensatory rules and non-compensatory rules, as production systems do. As an advantage over production systems, however, they impose a structure enforcing the completeness and consistency of a rule-set as a constraint on the model. Therefore, they are a potentially powerful technique for modeling heuristic rules in a consistent and complete manner. A statement such as “reject an alternative if it does not meet minimum requirements” is generally considered to be a typical feature of heuristics, which is an example of a non-compensatory decision rule.

Although computational process models are generally acknowledged as an alternative framework to modeling choice behavior, there is a critical step in developing these models for prediction that is the induction of decision rules from data on choice behavior. Conventional qualitative knowledge-acquisition techniques, such as interviewing and think-aloud-protocol analysis, are less suitable for several reasons (Arentze et al. 2000b). First, these methods do not allow one to deal with heterogeneity in a representative sample of individuals. Second, individuals normally find it complicated to express the rules underlying their behavior. Third, a statistical measure of goodness of fit of the resulting model is lacking (see Timmermans and Van der Heijden, 1987). Fortunately, there is a solution to overcome the problems, by using the techniques of supervised machine learning. These techniques emerged from artificial intelligence and machine learning fields which aim at producing general rules from externally supplied examples (Michalski and Chilausky, 1980). Decision tree induction is the most popular technique of this class. Decision tree induction methods derive a list of decision rules in the form of a decision tree from supplied examples. 

Decision tree induction methods fit a decision tree on data (training data) by recursively partitioning the data into groups consisting of instances of a single class, or that, are as homogeneous as possible in terms of the class. Several decision tree induction systems have been proposed, such as C4.5 (Quinlan, 1993), CART (Breiman et al, 1984), and CHAID (Kass, 1980). In Albatross as in this paper, the CHAID method is used to derive decision rules. CHAID is a chi-square based algorithm for segmentation of data as a descendant of THAID and AID. Although this method has been proposed in the context of statistical analysis, it can be run on the same type of data and produces output of a similar form compared to the decision tree induction methods that have been developed under the heading of supervised learning.

The reason to use CHAID for inducing decision trees in Albatross is that CHAID is more sensitive for differences in complete response distributions compared to C4.5 and CART (Arentze et al. 2000b). CHAID evaluates splits based on a Chi-square measure of significance of differences in response distributions between groups. Furthermore, CHAID differs in that it uses a stop rule, whereas the other systems first grow a full tree and next prune the tree by removing insignificant branches. The entropy measure and Gini-Index used in C4.5 and CART do take an entire response distribution into account in the growing stage. However, the effects are counterbalanced in the pruning stage, where both methods base pruning decisions primarily on (absence of) differences in modal responses alone.

As argued in Arentze et al. (2000b), the disadvantages of C4.5 and CART outweigh the advantage of a two-staged approach. A model of modal responses ignores residual variance in responses within the partitions created. For assigning responses to cases classified by a tree, Albatross uses a probabilistic rule with the aim to reproduce non-systematic variance in model predictions. In the context of a probabilistic rule the distribution of responses is as important as the modal response and therefore the splitting criterion used should be sensitive to complete response distributions (as opposed to the modal response within a partition only).  

2.4.
 Deriving decisions from decision trees
Having derived a decision tree for each choice facet, the next question becomes how to derive decisions from trees for prediction. We will here briefly summarize the method developed in the context of the Albatross model (Arentze and Timmermans, 2000a, 20004). Consider a response variable that has Q levels and for which CHAID or another induction method produced a tree with K leaf nodes. In the prediction stage, the tree is used to classify new cases to one of the K leaf nodes based on attributes of the case. A response-assignment rule needs to be specified that defines a response (decision) for each classified case. In many applications, a plurality rule is used. This rule assigns the modal response among training cases (i.e., the sample used for developing the tree) at a leaf node. A deterministic rule like this may yield the best predictions at an individual level, but fails to reproduce residual variance (if any) at leaf nodes in predictions. Given our modeling purpose, in Albatross we, therefore, use a probabilistic assignment rule instead. According to this rule, the probability of selecting the q-th response for each new case assigned to the k-th node is simply given by: 
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where fkq is the number of training cases of category q at leaf node k and Nk is the total number of training cases at that node. 
This rule is sensitive to residual variance, but fails to take scheduling constraints into account. Scheduling constraints entail that dependent on individual attributes and the state of the current schedule some choice alternatives for the decision at hand may be infeasible. If such constraints are represented in the decision tree, the probabilistic rule would assign zero probability to infeasible categories and the response distribution should not be biased. However, even though it is likely, it is not guaranteed that the induction method discovers constraint rules in data. Therefore, to cover the general case we need to refine rule (2) as:
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where q’ is an index of feasible alternatives for the decision at hand. Even though this rule may work well in practice, it may produce slightly biased patterns at an aggregate level that should be noted. That is to say, the rule tends to over predict responses that are feasible in the majority of cases (at that leaf node), because the probability of these responses is increased by rule (2) in constrained cases and stays the same as (1) in unconstrained cases. Nevertheless, we use rule (2) keeping in mind that improvements are possible.
3. 
RESULTS

The study area of the current implementation of Albatross is the whole of the Netherlands. The data used for the current re-estimation and extension of the Albatross model is the MON (Mobiliteit Onderzoek Netherlands) data of the Netherlands collected in 2004. The survey is conducted on a regular basis to obtain travel and activity information of residents in the Netherlands, as a successor of the OVG (trip survey) which included less detailed data on activities (at destinations).  It is a one-day travel diary from a sample of respondents of the entire household members. The data collected includes household and person demographics, income, vehicle availability, location, and information about all trips made within 24 hours as well as out-of-home activities at destinations of trips. Respondents were asked to report trip information for each trip including start time, trip purpose, transport mode, duration and type and duration of the activity at the destination for one day. This information provides a unique source to analyze the activity-travel behavior of Dutch residents because activity-travel information can be derived. The 2004 MON data sampled 29,221 households containing 66,482 individuals with a total of 231,899 trips were recorded. 

The activity classification we proposed above is supported by the data. To summarize, we grouped activities into 9 activity categories: 1) work, 2) work-related, 3) bring/get person, 4) shopping, 5) school, 6) social, 7) leisure, 8) touring and 9) service related, as reported in Table 1. In addition to activity and travel information, respondents also reported their household and personal socio-economic attributes including gender, age, individual income, number of working hours per week, vehicle ownership, driving license, etc. Details about these variables are presented in Table 3 and Table 4 in the appendix. 

3.1 Condition Variables

Of 29,221 households, the data is scrutinized again in order to obtain a proper data set for this research in which we focus on the activity-patterns of households having a family structure (including single-parent and single-person households). After eliminating those households which do not have a family structure, such as for example student housing and other forms of group housing, 28,751 households remain. Figure 3 shows the percentage of sample distribution across household types using a 6-way classification, i.e. no family structure; double, two-workers; double, one-worker; double, no-workers; single, one-worker and single, no-worker households. The highest percentage is hold by double, two-workers household type (25.80%) followed by single, no-workers household type (20.78%). Further, double, two-workers (19.40%), double, one-worker (18.50%), and single one-worker (13.91%) household types following in descending order respectively. 
Since the research is focusing on the activity-travel behavior of household heads, only those household members positioned as heads were used. As mentioned above, this paper deals with two models, activity generation of household activities and task allocation of household activities between heads. Recall that three out of the nine activity categories are considered to be household activities, namely bring/get person, shopping, and service-related. These three activities need to be allocated between the two heads. As said, the first model focuses on the generation of household activities, that is the decision which and how many activities of each category are to be conducted (leaving the decision who is going to conduct which activity for the next stage). The second model, then, determines for each activity selected who is going to conduct it, the male head, female head or both heads together.

Table 3 shows the socio-economic and situational attributes at individual and household level that are used for the activity generation model. In addition, the table shows the condition variables that describe the current state of the schedule at the moment the selection decision is made. The presence of young children in a household is taken as a condition variable as well as other household attributes, such as number of cars, socio-economic class, municipality size category (contain information about the number of inhabitants in the municipality where the household lives) and the day of the week of the diary day. In total, there are 14 condition variables covering situational, individual and household attributes. Note that mandatory activities at person level are known at the moment the decisions are made (as implied by the process model described above). This means that mandatory activities such as work, business and school (for those household heads that still study at a school or follow lessons of some kind) can be used as conditional variables of the household-day. The observations of choices are drawn from the data. For example, if shopping is included in the diary of one of the heads of a household, then the action value is yes in the first cycle of the process and, otherwise it is no. In particular, the work durations of male and female heads are potentially important conditional variables, as they largely determine how much time is available to conduct the household tasks.

For the allocation model, we expand the list of attributes resulting in as many as 38 condition variables as depicted in Table 4. This expansion reflects the extra information that is available in the later stage of the process when the allocation decisions are made. The action variable has three states, namely: allocated to the male, allocated to the female and conduct the activity jointly. This means, for example, if there is a bring/get activity and a shopping activity in the schedule, then the information of who is going to conduct the bring/get activity can be used as condition information in the allocation decision for the shopping activity. This explains the relatively large number of condition variables for this model. Note that the decisions still take place at the household level and therefore attributes related to individuals can be incorporated only if they are specified explicitly for the male and female head. Thus, individual attributes will be tied together with the gender. The work status attributes, for example, indicates for the male or the female, whether the person has no work, full-time work or part-time work. Activities are also tied to gender, for instance, if a male is doing work on the day considered, then work by male is in the schedule.

3.2 
Results of decision tree induction
The activity diary data was used to derive a decision tree for the generation and allocation processes. In order to develop the decision tree, 75% of cases were used for training and the remaining cases were used for validation testing. For each choice facet, the observed choice and attributes of the schedule as far as known in that stage of the assumed decision process were extracted from the diary data.
The CHAID decision tree induction method allows one to define the threshold for splitting in terms of a significance level for the 
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measure and a minimum number of cases at leaf nodes. Alpha was set to 5% and the minimum number of cases to 100. CHAID can only handle categorical condition variables; therefore, continuous attributes such as duration and frequency were discretisized using an equal-frequency method. This method divides a scale into n parts in such a way that each part represents approximately the same number of cases. Table 5 shows input and output characteristics of CHAID for each decision tree. The number of leaf nodes gives an indication of complexity of the resulting tree. As a measure of accuracy of predictions, the table further shows expected hit ratios in the last three columns. The expected hit-ratio represents the expected proportion of cases correctly predicted when a probabilistic response-assignment rule is used. It is calculated as:




[image: image4.wmf]2

()

1

kq

kq

k

f

NN

å









(3)

where fkq is the frequency of the qth response at the kth leaf node, N is the total number of cases and Nk is the number of cases at the k-th leaf node. Note that the expected hit ratio is comparable to a likelihood measure and, generally, yields lower scores than the deterministic counterpart of the measure. 
As it turns out, both models show a relatively high fit as indicated by the hit ratio on the training as well as validation data (Table 5). For the generation model, the size of the sample is very big because decisions are observed at least three times per activity considered for each household. In case of the allocation decision the number of cases equal the total number of household activities observed in the diaries. The number of leaf nodes, however, is almost similar in the generation decision tree (91 nodes) compared to the allocation decision tree (89 nodes). The hit ratios of training cases of the models are 68-80%, which means that the model can predict the data with relatively satisfactory to high accuracy in both cases, in particular in generation model. The hit ratio on the validation data does not decrease (they are even slightly higher) indicating that no overfitting occurs. If we compare the hit ratios to the corresponding null model, i.e. a root note tree only, we see that the allocation decision tree achieves a somewhat bigger increase in goodness-of-fit than the generation decision tree. This indicates a stronger association between condition variables and choices in case of the allocation decisions.
From a confusion matrix for each decision tree, we can also identify the performance of the two models by looking at the distribution of predicted choices for each observed choice in the training data set. As it appears, in the generation tree model, in 14.2% of the cases we observe yes, i.e., the household activity is included. Of these yes cases, in 32.1% of the cases, the model predicts yes (correct) and in 67.9% of the cases the model predicts the household activity is not included (not correct). In addition, in 85.8% of the cases we observe no, i.e., the household activity is excluded. Of these no cases, in 11.2% of the cases the model predicts the household task should be included (not correct) and in 88.8% of the cases the model predicts no (correct). Thus, the probability of a wrong prediction is higher for the yes cases than for the no cases. We also note, however, that, due to the probabilistic assignment rule used, the predicted distribution overall cases exactly matches the observed distribution. In that sense the predictions are bias free.
In the second model – the allocation decision tree, we similarly consider the confusion matrix whereby the response categories are Male, Female, and Both. In 32.9% of the training cases, we observe that household tasks (in general) are conducted by the male. Of these male cases, in 62.1% of the cases the model predicts the person correctly, and in only 37.9% of these cases it predicts incorrectly that the task is allocated to female or both. Additionally, in 58.9% of the household tasks, we observe that the female is the one who carries out the task. In 16.2% of these cases, the model predicts incorrectly that the male is performed the activity, in about 5.9% of these cases it predicts that the activity is conducted jointly and in 77.9% of these cases, the model correctly predicts that the female conducts the activity. Furthermore, in 8.2% of the cases we observe that a household task is carried out jointly by male and female. Of these cases, in 22.6% of the cases the model predicts correctly, in 35.3% of these cases it predicts male only and in 42.1 % of these cases it predicts female only 42.1%.  We conclude that the probability of female doing the household tasks outperforms the male as well as the situation where both male and female jointly do the household task.
Table 6 and Table 7 show, as examples, an arbitrary part of the generated decision tree for the household activity generation model and the household task allocation model, in a table format. The table does not show the entire results, as this would occupy too much space. The upper section of the tables represents the condition variables and condition states that were formed by splitting the tree (see Table 3 for an explanation of condition variables). The bottom section of the tables shows the action variables and the probability distribution of training cases across actions in each partition shown. The last row shows number of training cases per leaf node. 

To illustrate the interpretation of Table 6, the first column of the generation tree specifies a condition configuration where the household activity considered is a bring/get activity, the number of cars in the household equals 1, the socio-economic class is low or middle, there are no children, and there is no work activity in the schedule for the day concerned. Under that condition, the probability of including a household activity is as low as 0.3%, implying that the probability is 99.7% that the selection decision will be negative for households under this condition. As another example, the first column where activity type = 1 (the activity considered is a shopping activity) represents a decision rule where the probability of a yes decision is very small if day is Sunday and the activity considered is shopping. This is appropriate with the Netherlands condition, whereas, on Sunday, shops and shopping centre in most cities only open once in a month. 

Additionally, Table 7 shows part of the allocation decision tree in table format as well. For example, the second column represents the condition when the day is Sunday or Saturday, the female has already been charged with maximally 1 bring/get activity and the none of the household activities is allocated to the male whereas the activity considered is shopping. Under that condition, the probability of female conducting the activity is 69.8%, the probability for male is much lower (16.5%) and the probability of conducting the activity together is relatively low (13.7%).   

From the structure of a decision tree, we can also derive which variable is the most important. In the generation tree model, activity type is the most significant condition variable, as it is the variable on which the first split is implemented. Of the three activity types, shopping has the highest probability to be included as a household activity. It reaches 28.2% compared to bring/get (7.7%) and service (6.6%). This is normally happen in reality, whereas shopping is indeed significant to consider as household task. Within the branch of bring/get activity, the presence of children is then considered as the condition variable on which the first split is implemented. As could be expected, the presence of young children under 6 years of age strongly increases the probability. This condition indicates bring/get activity could be included as household activity in a household who has young children and it reaches 25.7% of the cases.  On the other hand, in case of the shopping activity, the day of the week plays the most important role as it is the variable on which the first split is implemented within the shopping branch. Saturday has the highest probability to perform shopping, up to 53.3% of the cases. Meanwhile 34.7% followed by Friday, 27.8% followed by Wednesday and Thursday, 24.7% followed by Monday and Tuesday, and only 5% conducted on Sunday. In reality (in particular in The Netherlands) as reflected by the model, definitely, most of the people doing shopping on Saturday as well as on Thursday and Friday, because some cities hold much longer shop opening hour called as “KoopAvond” on Thursday and Friday. 

In contrast to the generation tree model, the most significant variable in the allocation tree model is not activity type, but the number of shopping activities that is allocated to the male in the current stage of the allocation process. This is indicated by the fact that it is the variable on which the first split is implemented. In the condition of no shopping activity yet allocated to the male, female tends to conduct a task with a probability as high as 76.8%. In addition, when one shopping activity has been allocated to the male, the female still conducts the next activity considered in the majority of cases, as the probability of female (47%) is slightly higher than male (45.2%). This means female tends to carry out shopping more often than male do. Furthermore, in the category where no shopping activity has been allocated to the male yet, the first condition variable on which a split is implemented is the number of bring/get activities already allocated to the male. However, similar to earlier explanation, the female has the highest probability of taking care of the next household activity. It reaches 83.4% and 60.9% of the training cases respectively. This normally happens in reality where female will take over on most of the household tasks.   

4.
CONCLUSIONS & DISCUSSION

Although the need to incorporate household decision-making into activity-based models of transport demand has been recognized from its start, none of the existing models have addressed this problem in a comprehensive and consistent manner. Problems such as task allocation, joint activity participation and resource allocation have either been addressed separately or ad hoc as part of a more comprehensive activity-based model of transport demand. This paper has described the first results of a project that aims at improving the Albatross model in terms of household decision making processes. In particular, the first results related to activity generation and task allocation decisions. 
Results of the model of household activity generation and household task allocation of the household heads indicate good performance as shown by hit ratios. The satisfactory to high hit ratios indicate that the decisions involved can be predicted with a satisfactory to high level of accuracy. The model for the allocation decisions in particular show a relatively large increase of prediction accuracy compared to the null model. This indicates that there is a relatively strong association between condition variables at household, individual and schedule level, on the one hand, and the choice of who is going to conduct which activity, on the other. It suggests that the way of structuring the household decisions as we proposed in this study has merits.

However, there is a limitation in current paper, where we merge shopping activity into one category, though we recognize that there is a distinction between daily shopping and non-daily shopping. This leads to a vague description about the shopping activity conducted by male alone, female alone, and conducted by both of the heads. As a result, the allocation tree model consider the number of shopping activity conducted by male as the most significant variable as indicated by its’ splitting in the first level. It means that from this variable will influence other variables that the heads consider once they intend to perform an activity-travel decision to do household tasks. Therefore, in the upcoming paper, we will take into account this matter.
Household decisions are not limited to activity generation and allocation problems. Also travel choices may involve household decision making in particular in cases where there are fewer cars than driving licenses in the household. Apart from car allocation decisions, decisions to travel jointly require interactions between persons. In the future, we intend to develop process models and decision tree models related to these choice facets as well.  
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TABLE 1. Classification of Activity in a Household
	Activity Types
	Activities

	Work
	Full-time and part-time

	Business
	Work-related

	Bring/get person
	Drop-off /pick-up children or spouse to a certain  location

	Education
	School

	Shopping
	Daily, non-daily shopping

	Social
	Meeting friends, religions

	Leisure
	Sports, café/bar, eating out, movie, museum, library

	Touring
	Making a tour by car, bike, or foot (e.g., letting out the dog, etc.)

	Service related
	renting movie, getting (fast) food, institutional purposes (bank, post office, etc)


TABLE 2. The Partition of Personal and Household Level Related to Activities Concerned
	Level
	Mandatory
	Discretionary

	Personal
	I
	III

	Household
	II
	IV


TABLE 3.  Socio-Economic and Situational Attributes for Activity Generation Model

	Label
	Definition
	Levels

	Condition variables

	Day
	Day of the week
	1=Sunday, 7=Monday

	Munic
	Municipality size
	1=least densely , 8= most densely

	HH type
	HH composition
	1=double,2 workers, 2=double,1 worker, 3=double,0 workers, 4=single,1 worker, 5=single,0 worker

	yChild
	Presence of the youngest children category
	1=no children, 2=<6, 3=6-12, 4=>12

	oldHead
	Age of the oldest head category
	1=<25, 2=25-44, 3=45-64, 4=>64

	SEC
	Socio-economic class
	1=low, 2=middle1, 3=middle2, 4=high

	Ncars
	# of cars in household
	1=no cars, 2=1 car, 3=2 or more cars

	wDur
	Work duration total category
	0=non-worker, 1=<315 min, 2=315-520, 3=520-595, 4=>595

	wDurM
	Work duration of male category
	0=non-worker, 1=<300 min, 2=300-510, 3=510-552, 4=>552

	wDurF
	Work duration of female category
	0=non-worker, 1=<250 min, 2=250-440,5, 3=440,5-525, 4=>525

	yWork
	There is a work activity in the schedule
	0= no, 1=yes

	yBusi
	There is a business activity in the schedule
	0= no, 1=yes

	yEdu
	There is an education activity in the schedule
	0= no, 1=yes

	Activity
	Activity type
	1=bring/get person, 2=shopping, 3=service

	Action variables

	Yes
	If activity is conducted
	0= no,  1= yes

	No
	If activity is not conducted
	0= yes, 1= no


TABLE 4. Additional Socio-Economic and Situational Attributes for Activity Allocation Model

	Label
	Definition
	Levels

	Condition Variables
	

	wStaM
	Working status of male head
	0= non-worker, 1= full-time, 2= part-time

	wStaF
	Working status of female head
	0= non-worker, 1= full-time, 2= part-time

	DriverM
	Male head has driving license
	0= no, 1=yes

	DriverF
	Female head has driving license
	0= no, 1=yes

	yWorkM
	If work is in the schedule of Male
	0= no, 1=yes

	yWorkF
	If work is in the schedule of Female
	0= no, 1=yes

	yBusiM
	If business is in the schedule of Male
	0= no, 1=yes

	yBusiF
	If business is in the schedule of Female
	0= no, 1=yes

	yEduM
	If education is in the schedule of Male
	0= no, 1=yes

	yEduF
	If education is in the schedule of Female
	0= no, 1=yes

	BrFrM
	Activity frequency of bring/get person by male
	0=0, 1=1, 2=2, 3=>=3

	BrFrF
	Activity frequency of bring/get person by female
	0=0, 1=1, 2=2, 3=>=3

	BrFrTot
	Activity frequency of bring/get person total
	0=0, 1=1, 2=2, 3=>=3

	ShFrM
	Activity frequency of shopping by male
	0=0, 1=1, 2=2, 3=>=3

	ShFrF
	Activity frequency of shopping by female
	0=0, 1=1, 2=2, 3=>=3

	ShFrTot
	Activity frequency of shopping total
	0=0, 1=1, 2=2, 3=>=3

	ServFrM
	Activity frequency of service-related by male
	0=0, 1=1, 2=>=2

	ServFrF
	Activity frequency of service-related by female
	0=0, 1=1, 2=>=2

	ServFrTot
	Activity frequency of service-related total
	0=0, 1=1, 2=2, 3=>=3

	ShDurM
	Activity duration type of shopping of male
	0=0, 1= <20, 2= 20-39, 3=39-71, 4=>=71

	ShDurF
	Activity duration type of shopping of female
	0=0, 1= <24, 2= 24-40, 3=40-80, 4=>=80

	ShDurTot
	Activity duration type of shopping total
	0=0, 1= <25, 2= 25-45, 3=45-95, 4=>=95

	BrM
	#Bring/get activity currently allocated to the male
	0,1,2,3,4,5,6,7,8

	BrF
	#Bring/get activity currently allocated to the female
	0,1,2,3,4,5,6,7,8

	ShopM
	#Shopping activity currently allocated to the male
	0,1,2,3,4,5,6,7,8,9

	ShopF
	#Shopping activity currently allocated to the female
	0,1,2,3,4,5,6,7,8,9

	ServM
	#Service activity currently allocated to the male
	0,1,2,3,4,5,6

	ServF
	#Service activity currently allocated to the female
	0,1,2,3,4,5,6

	Activity
	Activity type
	1=bring/get person, 2=shopping, 3=service

	Action Variables
	

	Male
	If a certain activity is conducted by Male
	0= female, 1= male

	Female
	If a certain activity is conducted by Female
	0= male,    1= female

	Both
	If a certain activity is conducted by both Male and Female at the same time and at the same location
	0= separately, 1= together


TABLE 5. Results of Inducing Decision Trees from Diary Data
	Decision Tree
	N alts
	N cases
	N attr
	N leafs
	hit r(0)
	hit r(t)
	hit r(v)

	Generation
	2
	64539
	14
	91
	0.756
	0.807
	0.809

	Allocation
	3
	22978
	38
	92
	0.467
	0.683
	0.764


N alts: number of choice alternatives

N cases: number of observations in training data set

N attr: number of attributes 

N leafs: number of leaf nodes

hit r(0): expected ratio of correctly predicted cases (null model)

hit r(t): expected ratio of correctly predicted cases (training set)

hit r(v): expected ratio of correctly predicted cases (test set)

TABLE 6. Example of Decision Tree: Household Activity Generation

	Condition variables

	Day
	-
	1,3,4,7,2
	5,6
	…
	1
	1
	2,3
	…
	1
	2,3,4
	2,3,4
	2,3,4

	Munic
	-
	1,5
	1,5
	…
	-
	-
	-
	…
	-
	-
	-
	-

	Ncars
	1
	2-3
	2-3
	…
	-
	-
	-
	…
	-
	-
	-
	1

	SEC
	1,2
	1,2
	1,2
	…
	1,4,2
	3
	-
	…
	-
	-
	-
	-

	OldHead
	-
	3
	-
	…
	1,4
	1,4
	1,2
	…
	-
	1,2,3
	1,2,3
	4

	yChild
	1
	1
	1
	…
	-
	-
	1,4
	…
	-
	-
	-
	-

	wDur
	0
	0
	0
	…
	-
	-
	-
	…
	0
	0
	0
	0

	wDurF
	-
	-
	-
	…
	-
	-
	0
	…
	-
	-
	-
	-

	yWork
	-
	-
	-
	…
	-
	-
	0
	…
	-
	-
	-
	-

	yBusiness
	-
	-
	-
	…
	-
	-
	-
	…
	-
	0
	1
	-

	Activity type
	0
	0
	0
	…
	1
	1
	1
	…
	2
	2
	2
	2

	Action variables   

	Yes
	0.003
	0.031
	0.086
	…
	0.015
	0.055
	0.277
	…
	0.02
	0.111
	0.051
	0.108

	No
	0.997
	0.969
	0.914
	…
	0.985
	0.945
	0.723
	…
	0.98
	0.889
	0.949
	0.892

	Sample (N)

	 
	702
	195
	186
	…
	409
	165
	296
	…
	2341
	3214
	256
	296


TABLE 7. Example of Decision Tree: Household Task Allocation

	Condition variables

	Day
	-
	1,7
	-
	…
	-
	…
	-
	-
	…
	-
	-

	Munic
	-
	-
	-
	…
	-
	…
	2,5,6
	-
	…
	-
	-

	HH type
	-
	-
	-
	…
	-
	…
	2,3
	1,4,5
	…
	-
	-

	yChild
	1
	-
	-
	…
	-
	…
	-
	-
	…
	-
	-

	nCars
	-
	-
	1-2
	…
	-
	…
	-
	-
	…
	-
	-

	yWorkM
	-
	-
	-
	…
	-
	…
	-
	1
	…
	-
	-

	brFrM
	0
	0
	0
	…
	-
	…
	-
	-
	…
	-
	-

	brFrF
	0-1
	0-1
	2-3
	…
	-
	…
	-
	-
	…
	-
	-

	shFrM
	0
	0
	0
	…
	1
	…
	2
	2
	…
	3
	3

	shFrF
	-
	-
	-
	…
	-
	…
	0
	0
	…
	3
	3

	servFrM
	0
	0
	-
	…
	1-2
	…
	-
	-
	…
	-
	-

	brF
	-
	0
	0
	…
	-
	…
	-
	-
	…
	-
	-

	shopM
	-
	-
	-
	…
	1-9
	…
	-
	0
	…
	0-1
	2-9

	shopF
	-
	0
	0
	…
	1-9
	…
	-
	-
	…
	1-2
	1-2

	Activity type
	0
	1
	1
	…
	-
	…
	-
	-
	…
	-
	-

	Action variables   

	Male
	0.149
	0.165
	0.245
	…
	0.639
	…
	0.432
	0.568
	…
	0.017
	0.229

	Female
	0.754
	0.698
	0.621
	…
	0.271
	…
	0.447
	0.379
	…
	0.542
	0.083

	Both
	0.096
	0.137
	0.134
	…
	0.090
	…
	0.121
	0.053
	…
	0.441
	0.688

	Sample (N)

	 
	114
	430
	425
	…
	155
	…
	132
	132
	…
	179
	109
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FIGURE 1. The Process of Generation of Which DT1 is a Part

where k is index of activity category, and K is the number of activity categories (K = 3).
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FIGURE 2. The Process of Allocation of Which DT2 is a Part

where Jk is the number of activities of the k-th category in the schedule, and, as before, K is the number of activity categories (K = 3).
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FIGURE 3. Suitability of Data per Household composition
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