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Abstract

This communication deals with the already classical problem of modal split estimation based on discrete choice data within the framework of nested logit models. The formulation is based on the definition of non-linear utility functions through the Box-Cox transform. 

The outcome of this research proves the non-unimodal character of the objective function defined by the loglikelihood estimation method. The existence of multiple local optima with close values of the objective for disperse estimators permits the choice of the most adequate one in terms of additional requirements such as robustness of the inferred model and sensitivity to utility attribute variations. 

1. Introduction

The technique of discrete choice has permitted the analysis of transportation problems with a focus on the behavioural aspects associated with the decision-making processes used by individuals in choosing their transportation modes. These techniques are used to model the choice of one among a set of mutually exclusive alternatives. Currently there are several operational models available, with the multinomial logit (MNL) form (McFadden, 1974) being the most widely used. Its acceptance is due to the advantage of its simple mathematical structure, with closed-form choice probabilities that are easy to estimate. However, the initial hypothesis of this model —that the choices should be mutually independent— is a considerable drawback.

An attractive solution to this problem is to use the nested logit (NL) or hierarchical logit (HL) framework, which allows interdependence between choices at a common level (Williams, 1977; McFadden, 1978; Daly and Zachary, 1979). This methodology is very well established in academic and professional applications. Other methods to solve the same problem are the Dogit model (Gaudry and Dagenais, 1979), the PLC and C-logit models (see Koppelman and Sethi, 2000 for a general overview), the generalized extreme value (GEV) scheme (McFadden, 1978), and the widely known multinomial probit model (MNP), although the use of this last has been rather limited due to the computational difficulties in estimating and forecasting. 

Most discrete choice analysis techniques are based on the assumption that decision-makers select the alternative with the greatest utility. The utility of an alternative is a function (deterministic, random, or mixed) of the attributes of the alternative itself as well as of the characteristics of the decision-maker, and might also contain a random component which represents unknown and/or unobservable components of both the alternative and the decision-maker. The distribution of error terms for the unobservable components leads to distinct models. For example, the use of a normal distribution results in the MNP model (Daganzo, 1979), and of a Gumbel distribution in the MNL model. In recent years, a new modelling approach has attracted the principal interest of the research community, with the introduction of the concept of distribution into the specification of those parameters which define the utility function, creating the mixed multinomial logit family of models (see McFadden and Train, 2000; and Train, 2003, for an excellent survey of research in this area). 

There are now so many models with the closed-form discrete-choice structure (see Koppelman and Sethi, 2000; Train, 2003) that the modeller is faced with the time-consuming task of deciding which is the most appropriate model to fit the data set associated with an application. In most cases, the greatest part of the effort is spent on developing and refining new models, ignoring the inherent lack of precision of the captured data in this type of research. In many applications (not all, of course) it may be practical to use a theoretical framework endowed with sufficient capacity to allow the database to be fitted with flexibility. The selection of an appropriately structured utility function can be a first step that helps pave the way in these cases.

This paper focuses on the classical MNL and NL models, enriched with additional constraints; and their adaptations with pre-defined prediction constraints (PDPC-MNL, PDPC-NL). The technique belongs to the family of Constrained Estimation Models (Ben-Akiva and Lerman, 1993). The methods and the results presented in this work identify the differences encountered in the estimation of mode choice probabilities in scenarios simulated with the two modelling techniques. The aim is to test the advantages of using pre-defined prediction probabilities in controlling the forecasting features of the inferred models. The estimation results of the PDPC-MNL and PDPC-NL models are compared to those of the classical MNL and NL models using a generated synthetic transportation mode choice data bank. The technique presented can be incorporated into the mixed multinomial scheme with little difficulty. 

The remainder of the paper is organized as follows. In the next section the interest of non-linear utility functions is pointed out as the main framework in which to depict the methodology introduced. Section 3 presents the formulation and properties of the PDPC-MNL and PDPC-NL models; it represents the principal contribution of the study since it sets out the theoretical background for the method. Section 4 discusses an application example generated from synthetic data for the purpose of validating the model. Finally, Section 5 provides a summary, discusses implications for applications of the model, and concludes with some ideas for further research.

2. The non-linear utility multinomial logit model formulation
The random utility function of the discrete choice scheme assumes that an individual q of a set Q, when confronted with J alternatives, chooses the one with the greatest utility (Domencich and McFadden, 1975). Denoting by
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where x is a vector of explanatory variables measured by the analyst, and the components 
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 and 
[image: image8.wmf]e

 are parameters which cannot be directly observed by the analyst. Assuming that the unobservable components are of non-deterministic form (i.e., random type) distributed iid extreme value, the choice probabilities are given by the very well known logit model:
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The representative utility is usually specified to be linear in the parameters, which results in a unimodal log-likelihood function in the parameters  guaranteeing a unique local maximum (coincident with the global optimum).

In some contexts it is useful not to limit the functionality of the utilities to linearity. For non-linear utility functions estimation of parameters is more difficult, since unimodality of the log-likelihood function is not globally guaranteed, and non-convex optimization schemes are needed to reach the optimum (the global one, or a quasi-global estimate). The most extensively used nonlinear utility function is based on considering an additive function of nonlinear multinomial terms of the form
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[image: image11.wmf]1

j

K

qq

Ajkjk

k

Vz

=

=×

å

q


 MACROBUTTON MTPlaceRef \* MERGEFORMAT (3)


where the parameters 
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 include the distribution parameter 
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 stands for a nonlinear transformation of attribute 
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. This idea was pioneered by such models as the Box-Cox Logit (Gaudry and Wills, 1978) which accommodates the nonlinearity inherent in attributes by employing the Box-Cox transforms (Box and Cox, 1964). This transform defines a family of functions that includes the linear (i.e.
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Other investigations on non-linear-in-parameters utility functions have been around in the last two decades (Foerster, 1980; Koppelman, 1981). Even more recent work has drawn attention to the importance of considering non-linear functions for the utilities (Mandel, Gaudry and Rothengatter, 1994). 

For non-linear utility functions, estimation of parameters is more difficult, since unimodality of the log-likelihood function is not globally guaranteed, and non-convex optimization schemes are needed to reach the optimum (the global one, or a quasi-global estimate). Nevertheless, nonlinear utility functions can have certain advantages over their linear counterparts. One of the most important advantages is that there can exist nonlinear relationships within the data themselves. Another is that the more parameters are available to be estimated, better the improvement in the statistical indices, and consequently better the model fits.

The aforementioned maximum may be reached by solving the optimization problem based on the general mode choice model log-likelihood function. With this hypothesis, the nonlinear utility logit model is defined by the following problem:
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where the constraints of the parameters have been taken into account through: (i) upper and lower bounds 
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Problem (5)

 is defined by a non-unimodal objective function confined whithin a convex set. This fact allows the existence of multiple local optima. For the particular case of a two-alternative mode, and utility functions based on just one attribute of the form:
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the Hessian of the objective function of (6)

 is given by:
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The unimodality of a concave function is certified when the quadratic form defined by the Hessian is negative definite, i.e. when the eigenvalues are negative. A straightforward way to characterize the negative definite nature of the quadratic form of the Hessian is via Sylvester’s theorem by the numerical evaluation of the determinants of the successive minors, 
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As the utility functions defined by 
(6)

 are linear in parameters  GOTOBUTTON ZEqnNum336312  \* MERGEFORMAT , it is easy to prove that the determinants of the successive minors compel with 
(8)

 up to the dimension for which the minors contains differentials with respect to Box-Cox coefficients  GOTOBUTTON ZEqnNum461539  \* MERGEFORMAT . From there forward, signs of the determinants are dependent on the observations, conditioning the unimodality of the objective function, and therefore the existence of a unique global maximum for the case of unimodal concave function, or multiple local optima for a non-unimodal concave one. In this last case it is rare to find problems with multiple global optima, but very common to be confronted with functions showing a unique global optimum and multiple local ones in a narrow band of the objective function level. In this circumstance the analyst might choose, among the global and all local optima, the one that is “more acceptable” from an economic/engineering point of view. In what follows, a framework for picking up the most acceptable local optimum under certain criteria is sketched.
3. The predefined prediction constraint models
The purpose of developing a model is twofold: the first is to describe disaggregate (on the level of individual) and aggregate (on the level of market share) behaviour, hidden by the huge amount of collected data, by expressions and algorithms easier to manipulate and use; the second and most important is forecasting. In this last sense, using models to predict disaggregate and aggregate effects due to changes in the variables is of utmost importance. The validity and acceptance of a model depend on its sensitivity to variable change policies. Thus, an unreasonable forecast results in model rejection, forcing a new model to be inferred. There are different procedures to correct the modelling: purging the data bank, defining a new choice tree structure, modifying parameter bounds, etc. Assuming the database and decision structure are acceptable, the modification of parameter bounds permits the analyst to control the solution derived from problem (5)

. 

In order to determine how good the fit of a model is, market segment prediction evaluates the level of replication of alternative choices (Ben-Akiva and Lerman, 1993; Ortuzar, 2000). 

3.1 Constrained estimation models

In formulating problem (5)

, constraints affecting the parameters have been included in order to improve specific physical meanings of the model. Furthermore, the introduction of constraints forces the analyst to characterize objective information by plausible ranges of the parameters. As a general rule, the criteria must be established by the practitioner, so that the entire methodological framework is opened up to some degree of subjective assessment (which may be a problem issue in some cases). Nevertheless, this is currently a common and uncontested practice.

In the following, we shall focus on a type of model with additional constraints, which, with some restrictions, affect the expected shares of some groups of decision makers due to changes in specific attributes. 

One way to deal with these prediction criteria would be by defining aggregate elasticity constraints. In particular, for the expected share of alternative j, the aggregate elasticity for a change in attribute
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where 
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 stands for the disaggregate elasticity:
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Pre-defining a range of the expected result for the values of the aggregate elasticities, 
(9)

, due to a change in attribute  GOTOBUTTON ZEqnNum342176  \* MERGEFORMAT  lies beyond the scope of real applicability in professional practice. In many cases, one might have good knowledge of relevant historical disaggregate elasticities for similar practical cases, but hardly any clues as to aggregate elasticities. In contrast, the expected share for the same change 
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 has a more practical meaning. 

In the following subsection, we shall pursue the above hypothesis, and discuss the more flexible approach of using model constraints based on expected share rather than on elasticities. 

3.2 The pre-defined prediction constraint multinomial logit model (PDPC-MNL)

The procedure outlined at the beginning of this section is both rather effort- and time-consuming, and it does not ensure a satisfactory outcome. One way to overcome its drawbacks is to construct the problem which defines the model in such a manner that the expected shares are pre-defined in its formulation. In this way the new problem can be as (5)

 with the additional constraints specified by:
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where 
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 denotes the probability prediction of individual q choosing alternative 
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 stand for permitted lower/upper bounds of the probability forecast in market segment j prediction share. The second and third restrictions in each set of constraints in (11)

 assume non-violation of the fundamental rule of probability. 

The problem defined above might be physically over-specified as it needs, for its proper formulation, a very good knowledge by the modeller of the tendencies of market segment probabilities. 
3.3 The pre-defined prediction constraint nested logit model (PDPC-NL)

This subsection presents the analytical expression of the PDPC-NL model. No additional conceptual ingredients are brought in relative to the preceding subsection apart from its extension to the hierarchical mathematical scheme. We use a slight modification of one of the standard notations customarily accepted (Daly, 1987). The alternatives within each level are grouped into differential nests. The number of alternatives in each level and nest varies. Each alternative is labelled with a number consisting of as many digits as there are levels in the tree: the leftmost digit corresponds to the top level and the rightmost to the lowest tree level to which it belongs. A nest is identified by the set of alternatives it comprises, and the notation coincides with the alternative of the level immediately above the one to which it belongs, i.e. 
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The probability associated with alternative 
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 is given by the product of the marginal probabilities of choosing the nest of which this alternative is a member and the conditional probability of choosing this alternative in its nest:
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where
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and
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We use V to represent the marginal utility associated with an alternative in its nest (i.e.
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 is the marginal utility associated with the attributes of alternatives at the nest level that alternative 
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is the expected maximum utility (EMU, logsum) of the nest (i.e. 
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 is the logsum of the nest below alternative
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 stands for the EMU parameter; and 
[image: image56.wmf]V

 is the composite utility of the nest.

From the preceding expression one can write
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In order to estimate the parameters, the maximum likelihood technique is one of the most widely used methodologies, and generalizing (11)

 the following problem is obtained:(5)

 to a hierarchical three-level logit scheme and by including the constraints defined by 
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4. Empirical setting

4.1 Synthetic generated data source

To test the methodology proposed, a synthetic data bank of the choices of modes for journeys inside a metropolis in a 24-hour time period is generated. 
The modal split model chosen has the nesting structure depicted in figure 1. The first level of the model evaluates the use of public transportation -alternative 3, with the private car -alternative 4- being the competing mode of transport. The public transport nest comprises two public mode alternatives, 1 and 2.
Figure 1. Nested tree
The variables assumed to influence the alternative choices are age of individual, purpose of the journey, accessibility, time and cost of the trip. The values of these attributes follow a discrete random variable for the purpose, an integer random variable for the age, and a normal distribution 
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 for the others. The accessibility for alternative 3 is simulated by choosing the minimum of both times for alternatives 1 and 2 of the lower nest. The accessibility for alternative 4 was defined the values of alternative 3 affected by a random factor in the range (0.25, 0.65) for each observation. The characteristics of the distributions are described in table 1. 
TABLE 1 Attribute levels
The deterministic parts of the utility functions of the synthetic, generator, model have the following structure:
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where BC( ) stands for the Box-Cox transform function defined in (5) and the parameters are specified in table 2.
TABLE 2 Parameters of the synthetic model
The synthetic data bank generated comprises 50,000 registers, all of them with a choice probability predicted by a logit model described by (5)

 corresponding to nesting level 2, evaluated for this synthetic set has negative eigenvalues, characterizing a negative definite quadratic form nature and a unimodal concave function, with a unique global maximum.(17)

 greater than 95 %. The Hessian of the log-likelihood objective function of problem (13)

 and 
From the synthetic set, a subset of 194 individuals was extracted. All of these observations present attributes following distributions in accordance with the ones defined by the complete synthetic set. In table 3 the observation share is detailed. 
TABLE 3. Statistics of the sample
For the 94-individual subset corresponding to nesting level 2, the Hessian of the log-likelihood objective function has negative and positive eigenvalues, given by (-3.57e+01, -1.14, -7.98e-02, -3.48e-02, -4.703e-03, -1.30e-03, 0.00e+00, 2.47e-01, 1.76e+01),  characterizing a non-negative definite nature which ensures the existence of multiple local optima.

 4.2 MNL application example
This example corresponds to the set of 94 individuals who choose between alternatives 1 and 2 (nesting level 2 of figure 1 nesting tree). 
MNL Model specification

The first objective of the model specification is to determine whether the observation set replicates the synthetic model. The estimation, E, corresponds to the inferred model obtained after the optimization process by applying an Exhaustive Search scheme to ensure that the global optimum is reached. Table 4 lists the results for the model obtained; the t-statistic of significance is given in parenthesis below each coefficient estimate. Note that the log-likelihood value at convergence is practically zero.
TABLE 4 The estimation results of the synthetic model E
PDPC-MNL model estimation

In order to investigate the consequences of adopting a PDPC-MNL scheme versus a MNL model, we test their performance in terms of their ability to reproduce the observed market shares, and also in terms of their prediction capabilities for hypothetical scenarios.

The scenarios evaluated represent different policy changes which lead to particular changes of attributes involved in the definition of the utility functions. The results obtained by executing the inferred models, for the simulated future scenarios, are compared in terms of market share recovery. Changes ranged from slight to strong policies affecting attributes of time and cost. 
The scenario modelled by the pre-defined prediction constraint scheme represent a policy change that affects variations of time and cost attributes involved in the definition of the utility functions. This scenario forces forecast, of alternative 1 share, to be at least 35 % of the share for a decrease of 25 % in the trip cost for alternative 2. The estimation results and the expected shares of the PDPC-MNL model are listed in tables 5 and 6, respectively.

TABLE 5 The estimation results of the PDPC-MNL model
TABLE 6 Reproduction of the market share by the PDPC-MNL model
On comparing MNL and PDPC-MNL models one observes that the two models (E, PDPC-MNL) have a similarly high level of significance. All models present statistically high values of the goodness-of-fit, although based on rho-squared the PDPC-MNL model performs worse than the MNL model. This is as expected since the PDPC-MNL model is more constrained than the MNL model.     

Prediction results

For most practical purposes and policy implications one would predict the market share of the available alternatives for simulated scenarios. As a matter of exercise three simulated strategies were designed. These strategies are summarized in table 7 and are described below:

i. Scenario A: a 25 % reduction in total time and a 50 % increase in cost 
for alternative 2. 

ii. Scenario B: a 25 % reduction in cost for alternative 2. 

iii. Scenario C: a 25 % increase in total time for alternative 1.
TABLE 7 Simulated scenarios
To evaluate the predictions, in each scenario, the data observations were altered to reflect the impact of the strategies. The results corresponding to the expected shares yielded by the different models are indicated by their names and they are summarized in table 8.

TABLE 8 Expected share yielded by models E and PDPC-MNL
From the results one can appreciate the fulfilment of the predefined prediction criteria modelled; the expected share by the PDPC-MNL model for alternative 1 under scenario B surpasses the lower bound of 35 % imposed (0.393). For scenario C the expected shares by all models follow reasonable tendencies of decrease in the use of alternative 1 in parallel with an increase in the competing public transportation mode. 

Overall, the results indicate that differences between the inferred models, although negligible from an estimation point of view, may lead to substantial differences in subsequent forecasts.

4.3 NL application example
This example involves the subset of 194 individuals with the choice structure depicted in figure 1.

NL model specification

A series of two estimations was generated for this modelling. Table 9 lists the results obtained for the E model. 
TABLE 9 The estimation results of the synthetic model E
In model E, the optimization process constrained the upper bound of the EMU parameter to 1. For the sake of checking, the estimation process which leads to model E was left unconstrained, yielding model Euc, shown in table 10. From these results, the log-likelihood and 
[image: image64.wmf]2
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indices, one concludes that there is a superior fit of replica to synthetic data. In this last model, the EMU parameter, with a value of 1.24, overtakes the critical accepted value of unity, a result which is in accordance with the upper bound encountered by Ibañez and Batley (2005). Table 11 shows the market share of this last model.

TABLE 10 The estimation results of the synthetic model Euc
TABLE 11 Reproduction of the market share by model Euc
PDPC-NL  model estimation

A comparison in terms of data replication and predictions of scenarios is performed between a PDPC-NL scheme and the NL model. The scenarios modelled using a predefined prediction constraint scheme represent various policy changes that affect specific variations of the time, cost and age attributes involved in the definition of the utility functions. For the sake of brevity, the result of only one predefined prediction case is presented. This case involves two simultaneous policy changes, one affecting the lower nesting level identically to the MNL example, and the other an increase of 25 % in the age of individuals, now constraining the public share to be less than 65 %. The estimation results and expected shares of the inferred PDPC-NL model are listed in tables 12 and 13.  
TABLE 12 The estimation results of the PDPC-NL model
TABLE 13 Reproduction of the market share by the PDPC-NL model
With respect to the specification, one gains useful insights from comparing the two NL (E, Euc) and PDPC-NL models. The three models have the same nesting structure by construction, and the estimated parameters have a similarly high level of significance. As indicated by the rho-squared and adjusted rho-squared, the three models present statistically high values of the goodness-of-fit, although, based on rho-squared, the NL models perform better than PDPC-NL as was expected, since PDPC-NL models are more constrained than the NL models. 

With respect to the pattern of choices, comparison of the results allows one to make the following observation: the PDPC-NL and NL models give similar levels of market segment predictions. 

Prediction results

The main objective of a PDPC-NL model is to be able to predict the market share for the available alternatives in simulated scenarios. These predictions should satisfy the constraints imposed by the pre-defined prediction constraint. To assess the prediction capabilities of the model, the results for three simulated strategies will be described for the inferred PDPC-NL model. These strategies are summarized in table 14 and described below.
Scenario A: a 25 % reduction in total time and a 50 % increase in cost for 
alternative 2. 

Scenario B: a 25 % reduction in cost for alternative 2 and a 25 % increase in the age of the individuals. 

Scenario C: a 25 % increase in total time cost for alternative 1.

TABLE 14. Simulated scenarios

To evaluate the predictions, in each scenario the data observations were altered to reflect the impact of the strategies. The results corresponding to the expected shares yielded by the different models are indicated by their names and they are summarized in table 15.

TABLE 15 Expected share yielded by models E, Euc and PDPC-NL
The results fit the constraints imposed. The expected share for alternative 3 in scenario B does not cross the threshold of 65 % (0.641). 
Comparing the outcomes in table 15 for scenario A predicted by the NL model E with the values yielded by the PDPC-NL model, one observes that the expected share for public transportation alternatives was not affected appreciably by implementing the policy of increasing the cost of the ticket and decreasing the travel time for public alternative 2. Indeed, the increment was only about 1.8% accompanied by the same decrease in the other competing public transportation alternative. In contrast, one observes that in the PDPC-NL model a swing of 15.3% is predicted between the choices of alternatives 2 and 1.  For scenarios B and C the expected shares in both models follow the predicted tendencies of an increase/decrease in the use of the different available alternatives. 
5.
Conclusions

This article has presented a methodological scheme for enhancing the predictive capability of discrete choice models, with the focus on reproducing the mode share in multinomial and nested logit frameworks. As opposed to the classical logit model where the analyst has no control over the probability forecast, the placement of constraints on the expected probabilities, using a priori information based on experience and knowledge, can enhance the behaviour of the model in simulating scenarios. It is important to note that the proposed technique does not compete with the traditional nested logit technique, but rather is a complementary scheme, since the latter includes the former. It simply provides the advantage of adding flexibility to the modelling of discrete choices from the perspective of predicting behaviour. 

The model was developed and used in research and in applications. It is a classical nonlinear utility NL model subject to additional constraints forcing it to yield predictions of the mode-choice fractions within a pre-defined range.

The proposed method has been described and illustrated in the present work with an application demonstrating the feasibility of PDPC-NL estimation. The aim of this communication is to concentrate our attention on an example with a perfect knowledge of the utility functions generating the data set. An application using real data is about to be published elsewhere (Benitez and Vazquez, 2006).

The PDPC-NL model gave results with a quality of fit to the data similar to that of the classical nonlinear utility NL model, but also with the controlled forecasting behaviour. From a practical rather than a theoretical perspective, it is important that there were no dramatic deviations when compared with the classical scheme as shown by the values of the final log-likelihood and rho-squared indices.

In sum, it can be stated that the PDPC-NL model adds a useful flexibility to the family of logit models by allowing control of market share forecasts. 

It is important to draw attention to the fact that modelling in transport, as in all other technical areas, includes an element of art called “know-how”. In the technique presented it is convenient to have a previous knowledge of the magnitudes handled and, in particular, of the range of the bounds to be considered, otherwise it is advisable either to set wide ranges of the bound intervals or not to impose constraints, reverting to the classical logit scheme. 
It is important to point out that forcing the range of the expected prediction share bounds drives the model output towards solutions which are not acceptable. This can be easily shown by comparing the values of the log-likelihood function at convergence with those of the unconstrained model.

The methodology previously presented is based on additional hypotheses which can bear a similar level of criticism such as others customarily accepted and contested nowadays (i.e. probability/possibility/fuzzy theory, compensatory utility functions, Gumbel/Normal distributions, etc.).

The present results point to the advisability of considering the use of this type of constraint, and suggest the interest of pursuing further investigation in the framework of other closed-form and open-form discrete-choice models. It is important to look further into the role of pre-defined prediction constraints in a mixed logit scheme, in particular of the form defined by the first set of inequalities in (16)

. These issues remain open for future research.
(11)

. Another aspect of interest might be to consider the use of the concept of relative utility (Zhang, Timmermans, Borgers, Wang (2004)) in the scheme of problem 
References

Bazaraa, M. S.; Shetty, C. M. (1979). Nonlinear Programming: Theory and Algorithms. John Wiley & Sons, Inc.

Ben-Akiva, M.; Lerman, S.R. (1985). Discrete Choice Analysis: Theory and Application to Travel Demand. The MIT Press.

Benitez, F.G.; Vazquez, J. (2004). Inference of Mode Choice Nested Logit models under Predefined Prognosis Criteria. WCTR, 2004, pp 746-747. Istanbul, Turkey.

Benitez, F.G.; Vazquez, J. (2006). Local Optima in Non-Unimodal Multinomial and Nested Logit Models: Validating the use of Prediction Constraints. Transportation Research B, (submitted).
Box, G. E. P.; Cox, D. R. (1964). An analysis of transformations (with discussions). Journal of the Royal Statistical Society (Series B) 26, 211-252.

Daganzo, C. (1979) Multinomial Probit: The Theory and its Application to Demand Forecasting. Academic Press, New York.

Daly, A.; Zachary, S. (1979) Improved multiple choice models. In: Identifying and Measuring the Determinants of Mode Choice, eds. Hensher, D.A.; Dalvi, M.Q., Teakfield, London.

Daly, A. (1987). Estimating ‘Tree’ Logit Models. Transportation Research, B, 21B, 4, 251-267.

Doblas, J.; Benitez, F. G. (2005) An approach to estimating and updating origin-destination matrices based upon traffic counts preserving the prior structure of a survey matrix. Transportation Research, B, 39/7, 565-591.

Domencich, T.A.; McFadden, D. (1975). Urban Travel Demand: A Behavioural Analysis. American Elsevier, New York.

Foerster, J. F.  (1980)  Nonlinear perceptual and choice functions:  Evidence and implications for analysis of travel behavior.  In: New Horizons in Behavioral Travel Research, eds Brog, W.; Meyburg, A. and Stopher, P.,  Lexington, Mass.:  DC Heath Company.

Gaudry, M. J. I.; Dagenais, M. G. (1979). The Dogit model. Transportation Research, B 13(2), 105-112.

Gaudry, M. J. I. and M. J. Wills.(1978). Estimating the functional form of travel demand models. Transportation Research, B, 12 (4), 1978, 257-289.

Ibañez, J.N.; Batley, R. (2005). Alternative presentations of the random utility model. Proceedings of the Annual European Transport Conference. Strasbourg, PTRC London.
Koppelman, F. (1981). Non-linear utility functions in models of travel choice behaviour. Transportation, 10, 127-147.
Koppelman F.; Sethi, V. (2000) Closed-form discrete-choice models. In: Hensher D.A. and Button K.J. (eds.) Handbook of Transport Modelling, Volume 1 of Handbooks in Transport. Oxford: Pergamon Press.

Mandel, B.; Gaudry, M.; Rothengatter, W. (1994)  Linear or non-linear utility functions in logit models?  The impact on German high-speed rail demand forecasts.  Transportation Research, B 28(2), 91-101.
McFadden, D. (1974) Conditional logit analysis of qualitative choice behaviour. In: Frontiers in Econometrics, ed. Zarembka, P. Academic Press, New York, 105- 142.

McFadden, D. (1978) Modelling the choice of residential location. Transportation Research Record, 672. TRB, National Research Council. Washington, DC, 72-77.

McFadden, D.; Train, K. (2000). Mixed MNL Models for discrete response. Journal of Applied Econometrics, 15, 447-470.
Ortuzar, J.D. (2000). Modelos Econométricos de Elección Discreta. Ediciones Universidad Católica de Chile. Santiago, Chile.

Ortuzar, J.D.; Willumsen, L.G. (1990). Modelling Transport. John Wiley & Sons. England.

Reklatis, G.V.; Ravindran, A.; Ragsdell, K.M. (1983). Engineering Optimization (Methods and Application). John Wiley & Sons.


Train, K.E. (2003). Discrete Choice Methods with Simulations. Cambridge University Press.

Zhang, J.; Timmermans, H.; Borgers, A.; Wang, D. (2004) Modeling traveller choice behaviour using the concepts of relative utility and relative interest. Transportation Research, B (38), 215-234.

Williams, H.C.W.L. (1977) On the formation of travel demand models and economic evaluation measures of user benefit. Environment and Planning, A 9, 285-344.

Koppelman, F. (1981). Non-linear utility functions in models of travel choice behaviour. Transportation, 10, 127-147.
Figures

[image: image65.emf]alternative4

(privatecar)

alternative3

(public)

alternative1

alternative2


Figure 1. Nested tree
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Figure 1. Nested tree
Tables

	TABLE 1 Attribute levels

	Attribute
	Distribution
	Level
	Ratio 
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	purpose
	random
	1, 2
	-

	age
	random
	[18, 65]
	-

	travel cost for alternative 1
	N(4.3, 1.0)
	[3.4, 6.1]
	0.23

	travel cost for alternative 2
	N(6.1, 1.3)
	[4.6, 7.4]
	0.22

	travel time for alternative 1
	N(49.0, 8.3)
	[26.2, 67.1]
	0.17

	travel time for alternative 2
	N(49.4, 10.8)
	[27.6, 77.1]
	0.22

	accessibility for alternative 3
	N(49.0, 8.3)
	[26.2, 77.3]
	0.17

	accessibility for alternative 4
	N(32.6, 7.5)
	[15.2, 39.9]
	0.23


	TABLE 2 Parameters of the synthetic model

	Variables
	Nesting level 2
	Nesting level 1

	
	Alternative 1
	Alternative 2
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	Alternative 3
	Alternative 4
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	dummy
	1.400
	-
	-
	0.140
	-
	-

	age
	-
	-
	-
	0.320
	-0.120
	-

	purpose
	1.500
	1.850
	-
	-
	-
	-

	cost
	-3.000
	-2.000
	0.300
	-
	-
	-

	time
	-1.200
	-1.400
	-0.125
	-0.100
	-0.900
	-0.100

	EMU1-2
	-
	-
	-
	0.500
	-
	-


	TABLE 3. Statistics of the sample

	Alternative
	Chosen
	Share

	1
	50
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	2
	44
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	3
	94
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	4
	100
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	TABLE 4 The estimation results of the synthetic model E

	 Variables
	 Alternative 1
	Alternative 2
	(

	dummy
	1.306046 (2.47)
	-
	-

	purpose
	1.386588 (4.47)
	1.963412 

(6.33)
	-

	cost
	-3.392600 

(-19.85)
	-1.534847 

(-27.54)
	0.449103

	time
	-1.483213 

(-8.69)
	-1.110886 

(-6.45)
	-0.254344

	Log-likelihood
(at zero)
	-65.155

	Log-likelihood
(market share)
	-63.02

	Log-likelihood
(convergence)
	-0.126

	R2 (0)
	0.998

	R2 
(market share)
	0.998


	TABLE 5 The estimation results of the PDPC-MNL model

	Variables
	 Alternative 1
	Alternative 2
	(

	dummy
	0.030940 

(0.16)
	-
	-

	purpose
	0.077967 

(0.61)
	0.722033 

(5.29)
	-

	cost
	-0.709380 

(-10.44)
	-0.881655 

(-15.21)
	0.641728

	time
	-0.683650 

(-16.28)
	-0.634509 

(-16.34)
	0.129289

	Log-likelihood
(at zero)
	-65.155

	Log-likelihood
(market share)
	-65.068

	Log-likelihood
(convergence)
	-18.59

	R2 (0)
	0.714

	R2 (market share)
	0.714


	TABLE 6 Reproduction of the market share by the PDPC-MNL model

	
	Observe numbers and predictions

	
	 Alternative 1
	Alternative 2
	Total

	Observed


	50
	44
	94

	Predictions


	50
	44
	94

	Correct

expected share (%)


	100
	100
	100

	Expected share inside the nesting level
	0.527
	0.473
	


	TABLE 7 Simulated scenarios

	
	Travel cost 
	Travel time

	Scenario
	
	 Alternative 1
	Alternative 2


	
	Alternative 1
	Alternative 2



	A
	
	
	1.5
	
	
	0.75

	B
	
	
	0.75
	
	
	

	C
	
	
	
	
	1.25
	


	TABLE 8 Expected share yielded by models E and PDPC-MNL

	scenario
	model
	 Alternative 1
	Alternative 2

	original
	E
	0.550
	0.450

	
	PDPC-MNL
	0.527
	0.473

	A
	E
	0.532
	0.468

	
	PDPC-MNL
	0.680
	0.320

	B
	E
	0.203
	0.797

	
	PDPC-MNL
	0.393
	0.607

	C
	E
	0.530
	0.470

	
	PDPC-MNL
	0.483
	0.517


	TABLE 9 The estimation results of the synthetic model E

	Variables
	Estimated parameters (t-statistics)

	
	Nesting level 1
	Nesting level 2

	
	Alternat. 3
	Alternat. 4
	(
	 Alternat. 1
	Alternat. 2
	(

	dummy
	0.137256

(0.23)
	-
	-
	1.306046 (2.47)
	-
	-

	purpose
	-
	-
	-
	1.386588 (4.47)
	1.963412 (6.33)
	-

	cost
	-
	-
	-
	-3.392600 (-19.85)
	-1.534847 (-27.54)
	0.449103

	time
	-
	-
	-
	-1.483213 (-8.69)
	-1.110886 (-6.45)
	-0.254344

	accessibility
	-0.113857

(-0.61)
	-0.887704

(-4.23)
	-0.121085
	
	
	

	age
	0.331833

(12.12)
	-0.131833 

(-4.81)
	-
	-
	-
	-

	EMU
	0.922406

(22.35)
	-
	-
	-
	-
	-

	Log-likelihood
(at zero)
	-134.47
	-65.155

	Log-likelihood
(market share)
	-135.33
	-79.99

	Log-likelihood
(convergence)
	-2.73
	-0.126

	R2 (0)
	0.980
	0.998

	R2 
(market share)
	0.980
	0.998


	TABLE 10 The estimation results of the synthetic model Euc

	Variables
	Estimated parameters (t-statistics)

	
	Nesting level 1
	Nesting level 2

	
	Alternat. 3
	Alternat. 4
	(
	 Alternat. 1
	Alternat. 2
	(

	dummy
	0.132630 (0.13)
	-
	-
	1.306046 (2.47)
	-
	-

	purpose
	-
	-
	-
	1.386588 (4.47)
	1.963412 (6.33)
	-

	cost
	-
	-
	-
	-3.392600 (-19.85)
	-1.534847 (-27.54)
	0.449103

	time
	-
	-
	-
	-1.483213 (-8.69)
	-1.110886 (-6.45)
	-0.254344

	accessibility
	-0.141036 (-0.4)
	-0.863367 (-2.19)
	-0.163979
	
	
	

	age
	0.435786 (9.37)
	-0.235786 (-5.07)
	-
	-
	-
	-

	EMU
	1.240353 

(16.12)
	-
	-
	-
	-
	-

	Log-likelihood
(at zero)
	-134.47
	-65.155

	Log-likelihood
(market share)
	-135.29
	-79.99

	Log-likelihood
(convergence)
	-0.914
	-0.126

	R2 (0)
	0.993
	0.998

	R2 
(market share)
	0.993
	0.998


	TABLE 11 Reproduction of the market share by model Euc

	
	Observe numbers and predictions

	
	Nesting level 1
	Nesting level 2

	
	Alternative 4
	Alternative 3
	Total
	 Alternative 1
	Alternative 2
	Total

	Observed
	100
	94
	194
	50
	44
	94

	Predictions
	100
	94
	194
	50
	44
	94

	Correct

expected share (%)
	100
	100
	100
	100
	100
	100

	Expected share inside the nesting level
	0.518
	0.482
	
	0.550
	0.450
	


	TABLE 12 The estimation results of the PDPC-NL model

	Variables
	Estimated parameters (t-statistics)

	
	Nesting level 1
	Nesting level 2

	
	Alternat. 3
	Alternat. 4
	(
	 Alternat. 1
	Alternat. 2
	(

	dummy
	0.015334
	-
	-
	0.030940 (0.16)
	-
	-

	purpose
	-
	-
	-
	0.077967 (0.61)
	0.722033 (5.29)
	-

	cost
	-
	-
	-
	-0.709380 

(-10.44)
	-0.881655 (-15.21)
	0.641728

	time
	-
	-
	-
	-0.683650 (-16.28)
	-0.634509 (-16.34)
	0.129289

	accessibility
	-1.661363

(-19.63)
	-4.614128

(-51.95)
	-0.639742
	
	
	

	age
	0.166852

(38.98)
	0.133148

(31.11)
	-
	-
	-
	-

	EMU
	0.987969

(39.62)
	-
	-
	-
	-
	-

	Log-likelihood
(at zero)
	-134.47
	-65.155

	Log-likelihood
(market share)
	-132.98
	-65.068

	Log-likelihood
(convergence)
	-69.968
	-18.59

	R2 (0)
	0.479
	0.714

	R2 
(market share)
	0.474
	0.714


	TABLE 13 Reproduction of the market share by the PDPC-NL model 

	
	Observed numbers and predictions

	
	Nesting level 1
	Nesting level 2

	
	Alternative 4
	Alternative 3
	Total
	 Alternative 1
	Alternative 2
	Total

	Observed


	100
	94
	194
	50
	44
	94

	Predictions


	100
	94
	194
	50
	44
	94

	Correct

expected share (%)


	100
	100
	100
	100
	100
	100

	Expected share inside the nesting level
	0.461
	0.539
	
	0.527
	0.473
	


	TABLE 14. Simulated scenarios

(Ai stands for Alternative i)

	
	
	
	Travel time
	Travel cost
	Age

	Scenario
	
	
	A1
	A2


	A3


	A4


	A1
	A2
	A3


	A4



	A
	
	
	
	0.75
	
	
	
	1.5
	
	

	B
	
	
	
	
	
	
	
	0.75
	1.25
	1.25

	C
	
	
	1.25
	
	
	
	
	
	
	


	TABLE 15 Expected share yielded by models E, Euc and PDPC-NL

	scenario
	model
	 Alternative 1
	Alternative 2
	Alternative 3
	Alternative 4

	original
	E
	0.550
	0.450
	0.480
	0.520

	
	Euc
	0.550
	0.450
	0.482
	0.518

	
	PDPC-NL
	0.527
	0.473
	0.539
	0.461

	A
	E
	0.532
	0.468
	0.432
	0.568

	
	Euc
	0.532
	0.468
	0.440
	0.560

	
	PDPC-NL
	0.680
	0.320
	0.476
	0.524

	B
	E
	0.203
	0.797
	0.810
	0.190

	
	Euc
	0.202
	0.798
	0.848
	0.152

	
	PDPC-NL
	0.393
	0.607
	0.641
	0.359

	C
	E
	0.530
	0.470
	0.479
	0.521

	
	Euc
	0.531
	0.469
	0.483
	0.517

	
	PDPC-NL
	0.483
	0.517
	0.509
	0.491
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