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ROAD COSTS MODELS FOR PRE-FEASIBILITY STUDIES IN DEVELOPING COUNTRIES

ABSTRACT

Accurate cost estimation at earlier stage of project development is crucial and in developed countries there are some cost models have been developed but in developing countries this has been largely ignored. This study was based on World Banks’ database ROCKS (Road Cost Knowledge System) to build road cost models. Three level of analysis namely regional, country and project level of analyses were proposed and the effect of missing data imputation was discussed. Case study on prediction cost of upgrading and improvement works of Asian Highway network was also discussed.   
1. INTRODUCTION

 1.1 BACKGROUND AND PROBLEM STATEMENT 

The available cost data on highway projects in developing countries are generally limited in number, incoherent and contain a large amount of incomplete data. Limited financial resources and lack of systematic cost data collection are also the major problems which affect cost database quality. These factors negatively affect to cost estimations and make it difficult for planners to make appropriate decisions. Accurate cost estimation in early project development is an important issue where detailed information is not available and project costs are to be decided. In most cases cost estimation techniques are used. Cost estimation accuracy increases as project details become available. One of the challenges is accurate cost estimation during pre-feasibility studies.   

Most research studies on cost estimation in the early stages of project development were conducted using data from developed countries (Healey, 1964; Sanders et al., 1992; Pearce et al., 1996; Smith et al., 1997; Hegazy et al., 1998; Adeli et al., 1998; Al-Tabtabai et. al., 1999; Morcous et al., 2001; Flyvbjerg et al., 2002, Emsley et al., 2002; Levinson et. al., 2003; Trost et al., 2003; Gwang-Hee et. al., 2004). Very limited research has been done in developing countries (Archondo-Callao et al., 2004; Buys et al., 2006). One of the major reasons for a few numbers of research studies is related to cost database availability in developing countries. Initial steps to build cost database for developing countries was initiated by the World Bank’s Transportation Unit in 1999 and ROCKS system was introduced. Cost data were collected from developing countries all around the world and this system has large amount of incomplete data in some data items. 

This explains the need to examine and analyze cost estimation techniques and to deal with missing data in developing countries context which is the primary objective of this study. Additionally, due to nature of available data in the ROCKS database efficient data usage has been introduced by level of analysis which is also incorporated in this study.          

1.2 OBJECTIVE OF THE STUDY 

The main objective of this research is to develop a method for building accurate road cost models for developing countries. The cost models have been formulated to expand traditional cost-estimating models taking into account data availability, efficient data usage, and data enrichment by imputing missing values. The comparison of neural network with regression model was performed to identify superior cost estimating technique. These changes should provide planners and decision-makers in road agencies with tools to do the following:

1. Estimate accurately the unit cost.

2. Conduct cost studies at different levels of analysis.

3. Use of cost model which is built on enriched data.

4. Choice of suitable cost estimation model regression model or neural network model.

1.3 ROCKS DATABASE

Road agencies, contractors, consultants and financial institutions need road costs information, which usually is locally available, but in many case it is scattered and collected in unsystematic ways.  These entities need to assess costs differences, but no framework to compare road costs exists. In 1999, in response to this demand, the World Bank made the first attempt to collect this information from 67 Implementation Completion Reports of Bank–financed projects that were implemented in the period 1995 – 1999.  The study found that the level of detail provided in these types of documents was limited and that there is a worldwide need for a framework to collect this type of information in 2000.  Consequently, the Bank decided to develop a simple system to collect road costs and to explore other sources of information. This effort resulted on the Road Costs Knowledge System (ROCKS), which is being developed by the World Bank’s Transport Unit and is primarily based on the experience of Bank staff and the information contained in roads and highways projects in developing countries.
1.4 MISSING DATA ANALYSIS

The databases frequently suffer from some data items being missing. Missing data may reduce the precision of calculated statistics because of limited information (SPSS MVA, 1997). The reasons for missing data might be excessive response burden, survey perceived not to be important due to specific rationales, set up minimum and optional data for collection, timeliness and other. Missing data is often encountered while conducting research studies. Some researchers ignore missing values and work with the rest of data, which are sometimes called “clean” data. However, other researchers try to fill in missing values by various methods based on some assumptions about the nature of the data. In our study, the missing variables were work duration and surface thickness. There are advantages and disadvantages to each method of missing-value imputation. Imputation methods are used to fill in missing data; they improve the statistical significance of models by employing data which would otherwise be wasted by deleting observations that had some data missing. 

Little and Rubin (1987) found it useful to differentiate between data that are “missing completely at random”, “missing at random”, and “missing not at random”:

· Missing completely at random, when the probability that a response is missing is independent of the observed data for that case, and the unobserved responses are simply a random sample of the observed data.

· Missing at random, when the probability that a response is missing depends on the observed data, but not on the unobserved data. This assumes the parameters of the model of the data are distinct from the parameters of the missingness mechanism.

· Missing not at random, when respondents and nonrespondents, with the same values of some variables being observed for both, differ systematically with respect to the values of the variables missing for the nonrespondents.

Numerous research studies support the idea of missing data treatment conducted in social sciences and other survey based research studies (Kim, J. et al., 1977, Madow, W. et al., 1983, Little, R. 1988, Kennickell, B. 1991, Robins, M et al., 1994, Wothke W 2000, King G et al., 2001). In this research study an attempt had been made to impute missing data to build better cost model for developing countries.     

2. RESEARCH METHODOLOGY

2.1 INTRODUCTION

The methodology to accomplish the objectives of the study consists of cost models development with using complete and incomplete data. For both cases two cost models were developed namely regression and neural network models. Preliminary data analysis indicated that ROCKS has many data items which can be useful in cost model development but some data items like work duration, surface thickness, or other contain incomplete data. Level of analysis was introduced by taking into account available data items and number of observation. They are regional, country and project level of analysis.  This made possible to use data efficiently in model development. Missing data analysis part focuses on data imputation methods in order to utilize more data for cost model development. Mean substitution, regression and multiple imputation methods were tested at different missing rates to examine prediction performance of cost model. Based on the findings of these analyses recommendations were made. The research framework is shown in Figure 2.1       
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Figure 2.1 Research Framework

2.2 CONCEPT OF LEVEL OF ANALYSIS

Concept of level of analysis was evolved from cost model application perspective and existing data availability. As mentioned earlier that ROCKS database contains missing data, the task is to utilize available data in efficient way which assists to develop better cost model with certain application purpose. These application purposes can be defined as cost estimation study in a given geographical region, cost study within a certain country and finally cost estimation of a specific project with detailed information. It is generally known that detailed information is limited in regional cost studies especially during preliminary cost studies. This is due to each country in particular region has certain amount of cost history data which vary among countries. In some countries there may be more project details are available in others limited project details are available, in some extreme case there may be no cost history database at all. In order to balance available data amount (project details and number of projects) with cost model application purposes, three level of analysis were proposed such as:      

· Regional level – cost model is developed based on limited project details with large number of observations      

· Country level – cost model is developed based on relatively detailed project information with comparatively smaller number of observations 

· Project level – cost model is developed based on in depth project details with limited number of observations    

Figure 2.2 shows schematic preliminary data analysis with ROCKS database. Figure 2.2a illustrates database with incomplete data which spread across data items. Shaded areas are missing data. Figure 2.2b illustrates transformed database. In this figure h represents height of database in other words number of observation, w represents width of database e.g. data items.                                 

[image: image2.jpg]W,

hy

hy

4) Before Preliminary Data Analysis

b) After Preliminary Data Analysis





Figure 2.2 ROCKS Database Preliminary Data Analysis (shaded area stands for missing values)

As previously mentioned, cost model at regional level of analysis is based on limited project details with large number of observations (h1 x w1). Country level of analysis, it is based on relatively detailed project details with smaller number of observation (h2 x w2). Project level of analysis, it is based on very limited number of observations with detailed project information (h3 x w3). This sort of differentiation of level of analysis provided efficient data usage in cost model development.         

2.2.1 REGIONAL LEVEL OF ANALYSIS

ROCKS database was divided into 6 regional subsets for regional level of analysis namely Africa, Asia, Caribbean-Central-Middle America, East Asia-Pacific Islands, Europe-Middle East, South America region. From figure 2.2.1 it can be observed that large number of projects belong to Africa with 29%, Asia with 24%, and Europe-Middle East with 19%. Total number of projects consists of 1385 from 85 countries.            
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Figure 2.2.1 Regional Level Project Distributions (World Data) 

Although number of observation is quite large but available data items are limited. These data items are workactivity and pavement width in ROCKS. The other data items such as GDP per capita, annual mean precipitation, road network density, coastline divided by area are collected from external sources to build cost model for regional level of analysis. Regression and neural network cost models were developed and model performance were compared.          

2.2.2 COUTRY LEVEL OF ANALYSIS

Country level of analysis include additional data items to regional level of analysis from ROCKS such as rate of work per area which obtained by dividing work duration to pavement area and contractor type. But number of observation has dropped from 1385 to 318. Additional data items are available only for Armenia, Ethiopia, Ghana, Kyrgyz Republic, Lao PDR, Nigeria, Poland, and Uganda. Distribution of projects in each country is shown in figure 2.2.2. Countries with large number of projects are Ghana, Uganda, Poland, and Lao PDR.   

[image: image4.emf]1%

3%

23%

12%

3%

12%

3%

43%

Armenia

Ethiopia

Ghana

Kyrgyz Republic

Lao PDR

Nigeria

Poland

Uganda


Figure 2.2.2 Country Level Project Distributions  

2.2.3 PROJECT LEVEL OF ANALYSIS

Project level of analysis includes additional data items to country level of analysis from ROCKS such as terrain type, climate and surface thickness data. But number of observation has dropped from 318 to 56. Additional data items are available only for Kyrgyz Republic, Lao PDR, and Nigeria. Distribution of projects in each country is shown in figure 2.2.3. The largest number of projects belongs to Lao PDR.   
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Figure 2.2.3 Project Distributions at Project Level  

Data for project level of analysis is very limited in terms of number of observation but project specific data such as terrain, climate data and surface thickness are available. Only three countries have these data for bituminous reconstruction and partial widening bituminous 2 lanes with reconstruction projects. 

For each level of analysis including regional, country and project levels regression and neural network cost models were developed and model prediction performance compared. Next chapter discusses regression cost models specification.    

2.3 REGRESSION COST MODELS

Regression models have been proven to be reliable and used for decades. There are some advantages of regression models such as they can be defined by mathematical expression and explain relationship between dependent variable and independent variables. There are also some disadvantages in regression models such as multicollinearity, nonlinearity, heteroscedasticity and other issues which occur in regression model development. The details of these issues are well described in literature (Lewis-Beck M. 1980, William D et al., 1985, Brikes D et al. 1993, Allison S et al., 1999, Miles J et al., 2001, Frank E. 2001). 

One of the powerful techniques to overcome shortcoming of regression models is transformation dependent or independent response or both. Several types of data transformation were tested and log-log transformation was chosen for our analysis. The advantage of log-log transformation lies on ease of interpretation (Carroll J et al., 1988). 

At regional level we postulate that unit cost (UCij) is a function of country’s GDP (Gi), country’s road network density (RNDi), pavement width (PW), country’s annual mean precipitation (APi), coastline divided by area of the country (DLi), project type (PTi) and region (RGi) defined as follows:    
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where the symbols have the following values and meanings:

UCij = unit cost of project type j in country i (US $ 2004/km)

Gi = GDP per capita of country i(US $ 2004,PPP)

RNDi = road network density of country i(km per 1000 km2)

PW = pavement width (m)

APi = annual mean precipitation of country i(mm)

DLi = coastline divided by area of country i(km per 1000 km2)
PTi = dummy variable for project type 

RGi = dummy variable for region

At country level we postulate that unit cost (UCij) is a function of country’s GDP (Gi), country’s annual mean precipitation (APi), coastline divided by area of the country (DLi), rate of work per area (RW), project type (PTi) and contractor (CTRj) defined as follows:
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where the symbols have the following values and meanings:

UCij = unit cost of project type j in country i (US $ 2004/km)

Gi = GDP per capita of country I (US $ 2004, PPP)

RW = Rate of work per area (Work duration divided by pavement area)

APi = annual mean precipitation of country i(mm)

DLi = coastline divided by area of country i(km per 1000 km2)

PTi = dummy variable for project type 

CTRj = contractor type

At project level we postulate that unit cost (UCij) is a function of country’s GDP (Gi), rate of work per area (RW), surface thickness (PST), terrain (TRj), climate (CLj), project type (PTi) and contractor (CTRj) defined as follows:
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where the symbols have the following values and meanings:

UCij = unit cost of project type j in country i (US $ 2004/km)

Gi = GDP per capita of country i(US $ 2004,PPP)

RW = rate of work per area (Work duration divided by pavement area)

PST = pavement surface thickness (mm)

TRj = dummy variable for terrain type

CLj = dummy variable for climate

CTRj = contractor type

PTi = dummy variable for project type 

Variables were selected based on level of analysis and data items availability in ROCKS. In regional level these variables are basically data which represent region or country characteristics. In country level variables are more country specific (e.g. rate of work of the project may vary from country to country. It is not available in regional level). Coastline divided by area of country in regional and country level is used to measure landlockness influence to the project cost. In project level, variables were chosen so that they can represent specific details of the project (e.g. terrain and climate belong to the location of the project). The coefficients and t statistics are presented in Appendix 1.                 
2.4 NEURAL NETWORK COST MODELS

Artificial neural networks (ANNs) have been applied in almost every area especially traditional methods can not provide good solution. ANNs can cope with noisy data, and imprecise or corrupted data, and still produce a good solution (Nikola, 1998). Among the supervised-learning ANNs, the multilayer perceptron algorithm with backpropagation has achieved popularity in numerous research areas, and this type of ANN was tested in the work described in this paper. Schematic representation of neural network is illustrated in figure 3.6
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Figure 2.4 Neural Network Schematic Representation  

Neural network application in engineering, transportation and cost estimation related issues covered in the following literature Françoise S et al. 1998, Ian F. et al.1998, Karim A et al. 2001, Gerard D. 2005. 
The choice of the ANN architecture depends on a number of factors, such as the nature of the problem, the characteristics and complexity of the data, and the number of samples in the data. Our choice was made after some trial and error. Some recommendations from previous research were considered; for example, Hegazy et al. (1994) suggested heuristically that the number of hidden nodes should be set to one-half of the total number of input and output nodes. Other suggestions, by Nikola (1998), involved how to choose the parameters of the network in a situation where the training set is clustered into groups with similar features. The number of these groups can be used to choose the number of hidden layers; the minimum number of hidden nodes h should satisfy h ≥ (p ( 1)/(n + 2), where p is the number of training examples and n is the number of inputs of the network. In a situation where the training data are sparse and do not contain any common features, the number of connections might need to be close to the number of training examples in order for the network to reach convergence. The greater the number of hidden nodes in the network, the more characteristics of the training data it will capture, but the learning procedure will be more time-consuming. The transfer function, learning rule, stop criteria, and training characteristics were chosen after a literature survey and also after examining the FAQ on ANNs maintained by Waren (2002). For each level of analysis neural network models were developed based on above mentioned criteria with same set of input variables as in regression models. In order to overcome overtraining of the ANN model earlier stop criterion and cross validation was used.  

2.5 MISSING DATA ANALYSIS

Missing data is often encountered during research studies. Some researchers ignore missing values and work with the rest of data, which are sometimes called “clean” data. However, other researchers try to fill in missing values by various methods based on some assumptions about the nature of the data. In our study, the missing variable was work duration. There are advantages and disadvantages to each method of missing-value imputation. Imputation methods are used to fill in missing data; they improve the statistical significance of models by employing data which would otherwise be wasted by deleting observations that had some data missing. 
There data imputation methods were utilized namely mean substitution, regression imputation and multiple imputation to fill in missing values in country and project level of analyses. Mean substitution is the simplest method which replaces all missing values with single value which is average of available data in a given data item and defined as follows:
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Regression imputation is based on prediction missing values from prediction equation which is build on available data and defined as follows:
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After estimating regression coefficients, Ymiss is calculated from eq. 3.5.2. 

The third method is multiple imputation which employs rather sophisticated approach and described as follows by Harel et al. 2003:

Complete dataset is denoted as Ycom=(Yobs,Ymis), part of which is observed (Yobs) and part of which is missing (Ymis). The m multiple imputations, 
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which reflects uncertainty about 
[image: image12.wmf]q

as well as Ymis . Computational algorithms for producing these draws under variety multivariate models are described by Schafer (1997).   

To employ regression and multiple imputation methods following software were used such as SPSS v10 (commercial software) and Shafer’s Norm v2.03 (free software) respectively. Details on regression method imputation can be found in SPSS Missing Value Analysis, 1997. Multiple imputation software comparison discussed in Horton J. et al. 2001.  

2.6 COMPARISON OF COST MODELS

As mentioned in previous chapters two type of cost models were developed namely regression and neural network cost models. In order to compare these models in each level of analysis the following criteria was used such as cross validation coefficient and shrinkage in R2. Cross validation coefficient is defined as follows:
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where: 

CV – Cross validation coefficient

X – Actual unit cost

Y – Predicted unit cost 

Model performance shrinkage is defined as: 
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where: 
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CV2 – Cross validation coefficient  

Cross validation coefficient is square correlation coefficient between actual unit cost and predicted unit cost of test set. Model performance shrinkage is a difference between model R square and cross validation coefficient. The indicator model performance shrinkage is used to test how well model is performed on addition (unseen) data which is not included in model development.   

2.7 COMPARISON OF ANN AND REGRESSION MODELS

In order to compare the two types of model, in both cases 90% of the data set was used to build the model and 10% for testing. Cross validation performed with 10-fold sampling to achieve robust results. The cross-validation coefficient was used as a criterion of how well the models performed on unseen data. The cross-validation coefficient was calculated as the square of the correlation coefficient between the predicted and actual values for the test set. Then the “shrinkage” was found by subtracting the cross-validation coefficient from R2 for the model. For the regional level, the shrinkage is small for both models which indicate that both regression and ANN models were performed good prediction on new data. For the country level, the shrinkage for the regression model is slightly higher than for the ANN model. For the project level, the shrinkage is relatively high for both models, but for the ANN model it is 13%, whereas for the regression model it is 32%. It was found that the shrinkage was small for both regression and ANN models at regional and country level because models performance of regression and ANN models was high. Contrarily to this, at project level the shrinkage of regression model was larger than ANN model because model performance of regression was relatively low compare to ANN model. Figure 2.7 displays graphical representation of a change in shrinkage R square. It can be observed from this figure that at regional level of analysis both regression and neural network cost models shrinkage R square is small and close to each other. But shrinkage R square starts increasing from country level and more increases at project level of analysis. This suggests that model prediction performance for new data is decreasing.      
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Figure 2.7 Average Shrinkage R sq across the Level of Analyses.

3. CASE STUDY

3.1 THE ASIAN HIGHWAY NETWORK 
In 1992, the United Nations Economic and Social Commission for Asia and the Pacific (ESCAP) endorsed the Asian Land Transport Infrastructure Development (ALTID) project comprising of the Asian Highway and the Trans-Asian Railway network. The formalization of the Asian Highway, through the Intergovernmental Agreement on Asian Highway Network, was adopted in November 2003. ESCAP member countries cannot afford the high costs of building a comprehensive network, therefore, the Asian Highway project was to be concentrated on the development and upgrading of existing regional highways among member countries (AHN, 2003). According to the Asian Highway project, the selection of routes was based on criteria such as 1) links connecting capital to capital, 2) connections to main industrial and agricultural centers, 3) connections to major river and sea ports, 4) connections to major container terminals and depots and 5) connections to major tourist attractions. According to these criteria 87 routes were defined and numbered from AH1 to AH87, where AH stands for “Asian Highway”. The Asian Highway Network covers routes which cross 32 member countries with approximate total length of 140,000 km.  

Asian highway design standards comprise of Primary, Class I, Class II, and Class III highway classifications which are defined according to terrain classification, design speed, width (including right of way, lane, shoulder, median strip), minimum radii of horizontal curve, pavement and shoulder slope, type of pavement, maximum superelevation and grade, and structure loadings (AHNDS, 2004). The minimum requirement which satisfies the Asian highway network standard is the Class III. According to Asian highway standards, it is suggested that the Class III should be applied only when the funding for the construction or land for constructing road is limited. There are two priorities in which the Asian highway network member countries have to carry out, 1) To improve road conditions in Primary, Class I, Class II and Class III which cover 72% of total network, 2) to upgrade the rest 28% of network at least to the Class III but preferably to Class II. 

3.2 PREDICTING UPGRADING AND IMPROVEMENT WORKS COSTS

The Asian Highway Network database contains information of the routes for the most of the countries, which is about 22 countries out of 32, these information include road surface condition, pavement type, terrain and other (AHND, 2004). Table 3.2.1 shows route condition and design standard in each country. From this table it can be observed that about 21,000 km need to be improved or upgraded in order to boost transportation communications. 
Table 3.2.1 Road Surface Condition and Design Standards in ESCAP member countries 

	No.
	Country
	Route No.
	AH Design Standard / 

Surface Condition
	Total Length (km)

	1
	Afghanistan
	AH1, AH7, AH71, AH76, AH77
	Below Class III / Bad
	3296

	2
	Armenia
	AH81, AH82, AH83
	Class III or Higher / Bad
	386

	3
	Bangladesh
	AH1, AH2, H41
	Below Class III
	450

	4
	Cambodia
	AH11
	Below Class III
	198

	5
	China
	AH3, AH32, AH42
	Below Class III
	542

	6
	Georgia
	AH81, AH82
	Class III or Higher / Bad
	55

	7
	India
	AH1, AH 2
	Below Class III
	75

	8
	Iran
	AH1, AH8, AH70, AH72, AH75, AH78, AH82
	Class III or Higher / Bad
	1084

	9
	Kazakhstan
	AH7, AH61, AH62, AH63, AH70
	Below Class III
	897

	10
	Kyrgyzstan
	AH7, AH61, AH65
	Below Class III
	370

	11
	Lao
	AH3 , AH11, AH12, AH13, AH15, AH16
	Below Class III
	656

	12
	Mongolia
	AH3, AH4, AH32
	Below Class III
	3486

	13
	Myanmar
	AH1, AH2, AH3, AH14
	Below Class III
	1172

	14
	Nepal
	AH 42
	Below Class III/Bad
	34

	15
	Pakistan
	AH2, AH4, AH7, AH 51
	Below Class III / Bad
	3144

	16
	Philippines
	AH26
	Below Class III
	388

	17
	Russia
	AH4, AH6, AH7, AH8, AH30, AH31, AH60/61/70
	Below Class III / Bad
	3640

	18
	Srilanka
	AH43
	Below Class III
	191

	19
	Tajikistan
	AH7, AH65, AH66
	Below Class III
	343

	20
	Thailand
	AH1, AH15, AH16
	Class III or Higher / Bad
	68

	21
	Uzbekistan
	AH63
	Below Class III
	224

	22
	Vietnam
	AH14, AH15
	Below Class III
	190

	
	Total
	
	
	20,889


Road surface condition and design standards in the following countries like Japan, South Korea, Singapore, Malaysia, and Turkey are in good condition and satisfy Asian Highway design standards. Data for countries like Democratic People’s Republic of Korea, Turkmenistan, Bhutan, Azerbaijan and Indonesia are found partially. 

To estimate the cost of improvements and upgrading in above – mentioned table 5.2.1, we used cost model developed for a regional level of analysis. Neural network based cost model was used to predict unit cost of upgrading and improvement works in 22 countries. The results of predicted cost of these upgrading and improvement works are displayed in Table 3.2.2.   

 Table 3.2.2 Cost of Upgrading and Improvement Works (in US $ 2002) 

[image: image18.emf]No. Country

Pavement 

Width (m)

Surface Type Maintenance Option  Expected Output 

Total Length 

(km)

Total Cost         

(US $ 2002)

1 Afghanistan < 4.5 Unsealed Upgrading Unsealed to Bituminous  Class II 1,906                339,935,100       

7 - 14 Bituminous Reconstruction Bituminous Improved Condition 1,390                281,331,830       

2 Armenia 6 - 7 Bituminous Reconstruction Bituminous Improved Condition 138                   23,257,278         

7 -14 Bituminous Reconstruction Bituminous Improved Condition 248                   47,376,060         

3 Bangladesh < 4.5 Bituminous Widening Adding Bituminous 2L and Recon Class II 100                   57,458,300         

4.5 – 6 Bituminous Widening Adding Bituminous 1L and Recon Class II 350                   76,027,700         

4 Cambodia 4.5 – 6 Bituminous Widening Adding Bituminous 1L and Recon Class II 198                   112,640,022       

5 China < 4.5 Unsealed Upgrading Unsealed to Bituminous  Class II 67                     10,533,941         

4.5 – 6 Unsealed Upgrading Unsealed to Bituminous  Class II 475                   87,405,700         

6 Georgia 6 – 7 Bituminous Reconstruction Bituminous Improved Condition 55                     7,527,328           

7 India < 4.5 Bituminous Widening Adding Bituminous 2L and Recon Class II 75                     44,131,950         

8 Iran 7 – 14  Bituminous Reconstruction Bituminous Improved Condition 1,042                199,731,602       

6 – 7 Bituminous Reconstruction Bituminous Improved Condition 42                     7,102,347           

9 Kazakhstan 6 – 7 Unsealed Upgrading Unsealed to Bituminous  Class II 743                   153,396,808       

< 4.5 Earth New Construction 2L Highway Class II 154                   147,185,654       

10 Kyrgyzstan 7 – 14 Unsealed Upgrading Unsealed to Bituminous Class I 370                   91,368,910         

11 Lao 7 – 14 Bituminous Reconstruction Bituminous Condition Improvement 244                   42,448,192         

6 – 7 Bituminous Reconstruction Bituminous Condition Improvement 44                     6,752,966           

6 – 7 Unsealed Upgrading Unsealed to Bituminous  Class II 292                   55,760,466         

6 – 7 Earth New Construction 2L Highway Class II 76                     65,742,052         

12 Mongolia < 4.5 Earth New Construction 2L Highway Class II 3,070                2,431,458,420    

< 4.5 Unsealed Upgrading Unsealed to Bituminous  Class II 416                   57,134,688         

13 Myanmar < 4.5 Bituminous Widening Adding Bituminous 2L and Recon Class II 702                   352,514,214       

< 4.5 Unsealed Upgrading Unsealed to Bituminous  Class II 470                   70,931,930         

14 Nepal 4.5 – 6 Bituminous Widening Adding Bituminous 1L and Recon Class II 26                     5,164,406           

6 – 7 Bituminous Reconstruction Bituminous Condition Improvement 8                       1,292,488           

15 Pakistan < 4.5 Bituminous Widening Adding Bituminous 2L and Recon Class II 1,174                735,965,338       

6 – 7 Bituminous Reconstruction Bituminous Condition Improvement 1,042                196,546,729       

7 – 14 Bituminous Reconstruction Bituminous Condition Improvement 928                   198,414,288       

16 Philippines 4.5 – 6 Unsealed Upgrading Unsealed to Bituminous  Class II 167                   34,317,081         

6 – 7 Unsealed Upgrading Unsealed to Bituminous  Class II 192                   41,992,320         

7 – 14 Unsealed Upgrading Unsealed to Bituminous  Class I 29                     7,189,419           

17 Russia 7 -14 Unsealed Upgrading Unsealed to Bituminous  Class II 882                   188,417,250       

6 - 7 Earth  New Construction 2L Highway Class II 89                     77,648,495         

< 4.5 Earth  New Construction 2L Highway Class II 876                   764,270,580       

7-14 Bituminous Reconstruction Bituminous Condition Improvement 1,793                307,843,756       

18 Srilanka 4.5 - 6 Bituminous Widening Adding Bituminous 1L and Recon Class II 191                   32,685,639         

19 Tajikistan < 4.5 Earth New Construction 2L Highway Class II 48                     46,165,296         

6 - 7 Unsealed Upgrading Unsealed to Bituminous  Class II 278                   57,756,446         

7 -14 Unsealed Upgrading Unsealed to Bituminous  Class II 17                     4,003,424           

20 Thailand > 14 Concrete Reconstruction Concrete Condition Improvement 40                     7,645,880           

6 -7 Bituminous Reconstruction Bituminous Condition Improvement 18                     2,275,173           

> 14 Bituminous Reconstruction Bituminous Condition Improvement 10                     1,690,570           

21 Uzbekistan 7 -14 Unsealed Upgrading Unsealed to Bituminous Condition Improvement 224                   56,492,128         

22 Vietnam 4.5 - 6 Bituminous Widening Adding Bituminous 1L and Recon Class II 53                     9,603,494           

< 4.5 Bituminous Widening Adding Bituminous 2L and Recon Class II 137                   65,663,278         

Total 20,889              7,612,196,935    


Total cost of upgrading and improvement works for 20,889 km in 22 countries would cost about 7.6 billion US dollars. A large portion of total cost of upgrading and improvement works belongs to Mongolia, Russia and Pakistan with 33%, 18%, and 15% respectively. Figure 3.2 illustrates total cost distribution among 22 ESCAP countries.        
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Figure 3.2 Total Cost Distribution of Upgrading and Improvement Works among 22 ESCAP Countries 

4. SUMMARY AND CONCLUSION

Introduction level of analysis shed light on issue like efficient data usage in existing database. It is important to mention that missing data is almost unavoidable part of data collection process. So when some of the data times are missing then the common approach is to use available data. We recommended to separate data items in ROCKS in accordance to level of analysis such as regional, country and project level to utilize available data efficiently. In regional level, the purpose was to select plausible data items with the largest number of observations which later were used for cost model development. In case of project level, the aim was to select data items which represent project details in depth therefore number of observations were very limited. Country level analysis lies in between regional and project level of analyses and contains some of regional level data items as well as project level data items which lead to utilize more data with some project details in cost model development.           

Level of analyses were developed not only taking into account data availability but also application purposes. Regional level cost model can be used in cost estimation study in a given geographical region. Country level cost model can be used in cost study within a certain country. Project level cost model can be used in cost estimation of a specific project with detailed information. It is widely known that detailed information is limited in regional cost studies. This is due to each country in particular region has certain amount of cost history data which vary among countries. Depending on data availability some countries may use country level cost models but if there are more detailed data available then project level of analysis can be suitable.

Cost estimator should choose cost model depending on the following information like what type of data are available, what are the application purposes of cost estimation and finally what accuracy is required in a given cost estimation task. All these factors influence to the choice of cost models. The results suggest that high accuracy can be achieved by using regional and country level cost models. The highest accuracy is expected to be obtained from regional cost models.    
Regression cost models are widely used because they are easy and relatively fast to implement, various well-documented procedures are available, and finally cost estimators prefer to use regression models rather than analytical tools such neural networks  because regression models are well defined and mathematically explained whereas neural network works much more like black box.      

Keeping in mind these generally accepted advantages of regression models, regression cost models were developed for each level of analysis. At regional level regression cost model’s prediction performance was close to neural network based cost model. This indicates that when robust regression cost model can be obtained then it can be as good as neural network based cost model. Country level regression cost model prediction capacity was lower than neural network based cost model prediction capacity indicating that regression based cost model was not been able to explain new data.  Project level regression cost model’s prediction performance was the worst among other level cost models. The problem here is limited data and weak regression cost model.          

It is suggested that regression based cost models are good to use only in regional and country level but preferable in regional level. At regional level regression based cost model’s prediction performance was close neural network based cost model. Though regression based cost models were found not suitable equally for all level of analysis but at regional level regression based cost model performed as good as neural network base cost model. Therefore when a cost estimator does not have tools and knowledge about neural network based cost models then at regional level regression based cost model can be used.

It is worth-mentioning that no other tools can produce very high prediction accuracy based on limited data no matter what technique or method is used in cost model development, whether it is neural network based or regression based cost model or even other analytical based model. However, comparison between regression based cost model and neural network based cost model which are build on limited data indicated that neural network based cost model is superior.             

Data enrichment through imputation method allowed to build better cost model with a benefit of utilize more data in model development. This becomes crucial when available data is limited. Numerous imputation methods exist and some of widely used methods like average substitution (naïve method), regression and multiple imputation methods were investigated in this research. Along with comparison imputation methods, missing rates such as 10%, 20%, 30%, and 40% were examined to find optimal size of imputed data. Data imputation analyses have been done at country level and project level. For each imputed data sets prediction performance was observed and compared with baseline case which is built on existing data without using any missing data. The results suggest that data imputation in country and project level can improve model prediction performance. For country level, it was found that 20% filling-in missing data was optimal size and the best method to do that is multiple imputation. At project level, 30% was found suitable to fill-in missing values by regression imputation method. The difference in the amount of filling-in the missing values in country and project level can be explained by the size of available data in each level. It is important to aware the benefits and negative sides which may occur during imputation. The goal here is to impute missing values with plausible method which increases prediction performance of cost model.                       

Appendix 1

Table A1 Unit Cost Determinants (Regional Level)

	Dependent Variable: Log Project Unit Cost ($ US/km)
	

	
	Coefficients
	t stat

	Log GDP Per Capita (G)
	-0.08
	-2.64

	Length of coastline divided by area (DL)
	1.92
	2.54

	Log Annual Mean Precipitation (AP)
	-0.10
	-2.65

	Log Road Network Density (RND)
	0.06
	2.69

	Log Pavement Width (PW)
	0.28
	3.02

	Asphalt Overlay 40 to 59 mm (PT1)
	-3.50
	-6.27

	Asphalt Overlay 60 to 79 mm (PT2)
	-3.20
	-5.70

	Asphalt Overlay 80 to 99 mm (PT3)
	-2.81
	-5.04

	Asphalt Overlay < 40 mm (PT4)
	-3.94
	-7.00

	Asphalt Overlay > 99 mm (PT5)
	-2.55
	-4.56

	Double Surface Treatment (PT6)
	-4.51
	-8.02

	Fog Seal (PT7)
	-5.92
	-10.52

	Heavy Grading (PT8)
	-8.39
	-13.91

	Light Grading (PT9)
	-9.92
	-16.93

	New Bituminous 2L Highway (PT10)
	-0.77
	-1.37

	New Bituminous 4L Expressway (PT11)
	-0.26
	-0.43

	New Bituminous 4L Highway (PT12)
	-0.14
	-0.24

	New Concrete 4L Highway
	-0.83
	-1.44

	New Concrete 2L Highway (PT13)
	
	

	New Unsealed 1L Road (PT14)
	-2.91
	-4.58

	New Unsealed 2L Highway (PT15)
	-4.33
	-5.51

	Partial Widening to Bituminous 2L (PT16)
	-2.65
	-4.49

	Partial Widening to Bituminous 2L and Reconstruction (PT17)
	-2.30
	-4.09

	Partial Widening to Unsealed 2L and Reconstruction (PT18)
	-4.64
	-7.21

	Regravelling (PT19)
	-5.31
	-9.49

	Routine Maintenance 1L Road (PT20)
	-8.44
	-10.64

	Routine Maintenance Bituminous 2L Highway (PT21)
	-6.76
	-11.88

	Routine Maintenance Block 2L Highway (PT22)
	-6.65
	-9.74

	Routine Maintenance Unsealed 2L Highway (PT23)
	-7.67
	-12.74

	Reconstruction Bituminous (PT24)
	-2.50
	-4.49

	Reconstruction Concrete (PT25)
	-2.38
	-4.06

	Reconstruction Unsealed (PT26)
	-3.99
	-7.07

	Spot Regravelling (PT27)
	-9.82
	-12.44

	Slurry Seal or Cape Seal (PT28)
	-5.29
	-9.32

	Single Surface Treatment (PT29)
	-4.94
	-8.80

	Upgrading Block to Bituminous 2L Highway (PT30)
	-2.14
	-3.15

	Unsealed Preventive Treatment (PT31)
	-6.27
	-11.08

	Upgrading Unsealed to Bituminous 2L Highway (PT32)
	-2.28
	-4.07

	Upgrading Unsealed to Concrete 2L Highway (PT33)
	-2.15
	-3.34

	Upgrading Unsealed to Unsealed 2L Highway (PT34)
	-3.88
	-6.76

	Widening Adding Bituminous 1L and Reconstruction (PT35)
	-2.21
	-3.90

	Widening Adding Bituminous 2L (PT36)
	-0.54
	-0.85

	Widening Adding Bituminous 2L and Reconstruction (PT37)
	-1.08
	-1.89

	Africa (RG1)
	0.02
	0.33

	Asia (RG2)
	-0.07
	-1.01

	Caribbian-Central-America (RG3)
	0.16
	1.61

	East Asia-Pacific Islands (RG4)
	-0.16
	-1.85

	Europe - Middle East (RG5)
	
	

	South America (RG6)
	0.15
	1.82

	Intercept
	15.43
	21.7

	
	
	

	Observations
	1385
	

	Adj. R Squared
	0.90
	


Table A2 Unit Cost Determinants (Country Level)

	Dependent Variable: Log Project Unit Cost ($ US/km)
	

	
	Coefficients
	t stat

	Log GDP Per Capita (G)
	0.11
	2.90

	Length of coastline divided by area (DL)
	-219.14
	-4.68

	Log Annual Mean Precipitation (AP)
	0.16
	1.11

	Log Rate of work per area (RW)
	0.12
	3.19

	Contractor Foreign (CTR1)
	-0.29
	-1.63

	Contractor Joint Venture(CTR2)
	
	

	Contractor Local(CTR3)
	-0.30
	-1.67

	Asphalt Overlay 40 to 59 mm (PT1)
	3.53
	6.60

	Asphalt Overlay 60 to 79 mm (PT2)
	4.07
	6.62

	Asphalt Overlay 80 to 99 mm (PT3)
	4.39
	8.29

	Asphalt Overlay < 40 mm (PT4)
	3.14
	5.86

	Asphalt Overlay > 99 mm (PT5)
	4.57
	8.59

	Double Surface Treatment (PT6)
	2.92
	5.66

	Fog Seal (PT7)
	3.53
	6.60

	Heavy Grading (PT8)
	
	

	Light Grading (PT9)
	
	

	New Bituminous 2L Highway (PT10)
	6.26
	11.60

	New Bituminous 4L Expressway (PT11)
	7.15
	9.91

	New Bituminous 4L Highway (PT12)
	
	

	New Concrete 4L Highway
	7.21
	10.12

	New Concrete 2L Highway (PT13)
	
	

	New Unsealed 1L Road (PT14)
	
	

	New Unsealed 2L Highway (PT15)
	
	

	Partial Widening to Bituminous 2L (PT16)
	4.49
	6.37

	Partial Widening to Bituminous 2L and Reconstruction (PT17)
	4.38
	8.42

	Partial Widening to Unsealed 2L and Reconstruction (PT18)
	
	

	Regravelling (PT19)
	2.13
	4.24

	Routine Maintenance 1L Road (PT20)
	
	

	Routine Maintenance Bituminous 2L Highway (PT21)
	0.50
	0.98

	Routine Maintenance Block 2L Highway (PT22)
	
	

	Routine Maintenance Unsealed 2L Highway (PT23)
	
	

	Reconstruction Bituminous (PT24)
	4.74
	9.30

	Reconstruction Concrete (PT25)
	5.58
	7.63

	Reconstruction Unsealed (PT26)
	3.64
	6.85

	Spot Regravelling (PT27)
	
	

	Slurry Seal or Cape Seal (PT28)
	2.20
	3.65

	Single Surface Treatment (PT29)
	2.43
	3.96

	Upgrading Block to Bituminous 2L Highway (PT30)
	
	

	Unsealed Preventive Treatment (PT31)
	0.79
	1.59

	Upgrading Unsealed to Bituminous 2L Highway (PT32)
	4.90
	9.46

	Upgrading Unsealed to Concrete 2L Highway (PT33)
	
	

	Upgrading Unsealed to Unsealed 2L Highway (PT34)
	3.48
	6.34

	Widening Adding Bituminous 1L and Reconstruction (PT35)
	
	

	Widening Adding Bituminous 2L (PT36)
	
	

	Widening Adding Bituminous 2L and Reconstruction (PT37)
	5.37
	9.33

	Intercept
	6.84
	5.49

	
	
	

	Observations
	493
	

	Adj. R Squared
	0.92
	


Table A3 Unit Cost Determinants (Project Level)

	Dependent Variable: Log Project Unit Cost ($ US/km)
	

	
	Coefficients
	t stat

	Log GDP Per Capita (G)
	0.03
	0.19

	Log Rate of work per area (RW)
	0.19
	1.47

	Log Surface Thickness (PST)
	2.33
	4.42

	Contractor Foreign (CTR1)
	-0.12
	-0.47

	Contractor Joint Venture(CTR2)
	
	

	Contractor Local(CTR3)
	-0.09
	-0.26

	Partial Widening to Bituminous 2L and Reconstruction (PT17)
	0.11
	0.24

	Reconstruction Bituminous (PT24)
	0.95
	1.67

	Widening Adding Bituminous 2L and Reconstruction (PT37)
	
	

	Terrain Flat (TR1)
	
	

	Terrain Mountainous (TR2)
	-0.09
	-0.41

	Terrain Rolling (TR3)
	-0.51
	-1.59

	Climate Arid/Sub-tropical – Hot (CL1)
	0.01
	0.01

	Climate Arid/Temperate – Freeze (CL2)
	-2.86
	-3.18

	Climate Humid/Tropical (CL3)
	-0.40
	-1.02

	Climate Semi-arid/Temperate – Cool (CL4)
	
	

	Climate Semi-arid/Temperate – Freeze (CL5)
	-3.23
	-3.85

	Climate Sub-humid/Sub-tropical – Cool (CL6)
	
	

	Climate Sub-humid/Tropical (CL7)
	-0.87
	-1.19

	
	
	

	Intercept
	5.41
	1.86

	Observations
	81
	

	Adj. R Squared
	0.53
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